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Abstract

Model-X knockoffs (Candes et al.,|2018)) allows analysts to perform feature selection using almost any
machine learning algorithm while still provably controlling the expected proportion of false discoveries.
To apply model-X knockoffs, one must construct synthetic variables, called knockoffs, which effectively
act as controls during feature selection. The gold standard for constructing knockoffs has been to min-
imize the mean absolute correlation (MAC) between features and their knockoffs, but, surprisingly, we
prove this procedure can be powerless in extremely easy settings, including Gaussian linear models with
correlated exchangeable features. The key problem is that minimizing the MAC creates strong joint
dependencies between the features and knockoffs, which allow machine learning algorithms to partially
or fully reconstruct the effect of the features on the response using the knockoffs. To improve the power of
knockoffs, we propose generating knockoffs which minimize the reconstructability (MRC) of the features,
and we demonstrate our proposal for Gaussian features by showing it is computationally efficient, robust,
and powerful. We also prove that certain MRC knockoffs minimize a natural definition of estimation
error in Gaussian linear models. Furthermore, in an extensive set of simulations, we find many settings
with correlated features in which MRC knockoffs dramatically outperform MAC-minimizing knockoffs
and no settings in which MAC-minimizing knockoffs outperform MRC knockoffs by more than a very
slight margin. We implement our methods and a host of others from the knockoffs literature in a new
open source python package knockpyﬂ

1 Introduction

Model-X (MX) knockoffs (Candes et al., 2018) has recently emerged as a powerful and flexible method to
perform controlled variable selection. Informally, given a set of features (Xi,...,X,) and an outcome of
interest Y, knockoffs allows one to leverage almost any regression method to discover relationships between
the features and the outcome. Notably, knockoffs exactly control the expected proportion of false positives
in finite samples provided that the distribution of the features X is known, while assuming nothing about
the conditional distribution Y | X.

The knockoffs framework accomplishes this task by constructing synthetic variables, called knockoffs, which
mimic the correlation structure of the original features. In principle, there are many possible ways to
construct valid knockoff variables. However, the knockoffs literature has largely converged to a single measure
of knockoff quality, namely that one should minimize the mean absolute correlation (MAC) between features
and their knockoffs in order to maximize statistical power. Such knockoffs can be constructed via semidefinite
programming (SDP) when the features are multivariate Gaussian, and almost the entire knockoffs literature
has treated them as the “gold standard” of knockoff quality (see, e.g., [Barber and Candes| (2015); |Candes
et al.| (2018)); [Li and Maathuis| (2019)); |[Bates et al.| (2020)); [Askari et al.| (2020)).

1.1 Contribution

This paper describes an improved heuristic for generating powerful knockoffs. With this goal in mind, our
work makes two key contributions.

1See https://github.com/amspector100/knockpy.
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Figure 1: This figure illustrates the main contributions of our work, namely that SDP knockoffs can have extraordi-
narily low power and the proposed MRC framework (MVR and ME knockoffs) resolves this issue. In all cases, we
sample X ~ N(0,3) with the different horizontal facets corresponding to different ¥, as defined in Section We
let Y | X ~ N(XB,1) and use lasso coefficient differences as feature statistics with p = 500 and 50 non-nulls. The
non-nulls are sampled independently from Unif ([—§, —6/2] U [§/2,d]) where § = 2 for the AR1 panel and 1 for the
others. We control the FDR at level ¢ = 0.1.

Identifying the reconstruction effect. We prove that existing knockoff generators often create strong
joint dependencies between the features and knockoffs. This allows predictive algorithms like the lasso to
reconstruct the effect of non-null features on the response using the knockoffs, which can substantially reduce
statistical power.

e We prove that in a very simple setting—an exchangeable Gaussian design with correlation p > 0.5 and
a Gaussian linear model for the response—almost every feature statistic has asymptotically zero power
when used with knockoffs that minimize the MAC.

e We argue via both theory and simulations that minimizing the MAC frequently causes the reconstruc-
tion effect for correlated designs, and that this phenomenon will reduce power. We also identify several
examples of the reconstruction effect in the previous knockoffs literature.

More powerful knockoffs via minimizing reconstructability (MRC). We introduce a novel framework
which generates powerful knockoffs by minimizing one’s ability to reconstruct a feature using the other
features and the knockoffs. We consider two concrete instantiations of this framework based on two measures
of reconstructability: minimum variance-based reconstructability (MVR) knockoffs and maximum entropy
(ME) knockoffs. These methods are well-defined for all design distributions, although they are particularly
easy to analyze in the case when the features are Gaussian.

e We prove that when the features and response jointly follow a multivariate Gaussian distribution, MVR
knockoffs exactly minimize the estimation error when using ordinary least squares (OLS) coefficients
as feature importances. This means that even if MAC-minimizing knockoffs are perturbed to prevent
the features from being exactly reconstructable, we still expect MVR knockoffs to have higher power.

e We demonstrate via simulations that MVR and ME knockoffs often have dramatically higher power
than MAC-minimizing knockoffs for correlated Gaussian features. As the features become less depen-
dent, the performances of all three methods equalize, but crucially, we have not observed any examples
where SDP knockoffs dramatically outperform either MVR or ME knockoffs. We provide simulation
results in both high and low dimensions for a wide variety of design distributions, response distribu-
tions, and feature statistics. Notably, this same conclusion holds even in our simulations with highly
non-linear responses and feature statistics.



e We also apply the MRC framework in a variety of simulation settings beyond the Gaussian model-X
case. We demonstrate MRC knockoffs can increase the power of fixed-X knockoffs (Barber and Candes,
2015)), second-order knockoffs (Candes et al., [2018), and the general Metropolized knockoff sampler for
non-Gaussian features (Bates et al., 2020).

Figure[I| encapsulates both of these contributions, namely that when the features are correlated, minimizing
the MAC (via SDP when the features are Gaussian) often produces much-lower-power knockoffs than the
MVR and ME knockoffs considered in this paper.

1.2 Notation

Let X = (Xy,...,X,) € RP be the set of p features and let Y € R be the response. We stack n i.i.d.
observations of the features and response into the design matrix X € R"*P and the response vector y € R"™.
We use the non-bolded notation (X,Y") to refer to an arbitrary single observation. For p € N, let [p] denote
the set {1,...,p}. For any subset J C [p], we will denote X as the matrix of columns of X whose indices
belong to J. X_; denotes all of the columns of X whose indices do not belong to J. X; denotes the jth
column of X, and X_; denotes all of the columns of X except column j. We let I, refer to the p x p identity.
For a pair of square matrices M;, My € R¥*? we say that My > M, if and only if M; — M, is positive
semi-definite. We will let A\pin (M) and Apax(M) denote the minimum and maximum eigenvalues of a square
matrix M, respectively, and A; (M) denotes the jth smallest eigenvalue of M. For two vectors v € R*, o € R
with k, k" > 1, we let (v,0') € RF+*" denote their concatenation. For two matrices My, My € R™ P, we will
define [My, Ms] € R™*? to represent the column-wise concatenation of M; and M. For j € [p], we will
let [Ml,Mg]Swap(j) denote the concatenation of M; and M, except that the jth column of M; has been
swapped with the jth column of My. For J C [p], [M1, Ma]swap(.s) refers to the concatenation of M; and My
except with all columns j € J swapped. For any permutation o : [p] — [p] and any matrix M € R¥*P | let
o (M) denote the same matrix as M but with the columns permuted according to the permutation o. E.g.,
if 0(1) = 3, then the first column of M becomes the third column of o(M). For J C [p], we let —1; refer to
the vector v € R? such that v; = —1 for j € J and v; = 1 when j € J. For a scalar k, we let 1; represent
the vector of all ones in R¥. For a vector v € RP, diag(v) represents the p x p diagonal matrix with diagonal
v. If My, ..., My, are square matrices, blockdiag(Mj, ..., M}) denotes the square block-diagonal matrix with
blocks M; through Mj,.

1.3 Review of model-X knockoffs

MX knockoffs aims to simultaneously test the hypotheses H; : X; LY | X_;, for j € [p]. If Ho = {j : H;} is
the set of null hypotheses, the knockoffs procedure selects a set of features S and provably controls the false
discovery rate (FDR) when the distribution of X is known:

FDRZE(%) <q

for some prespecified ¢ € [0,1]. Note that when S = (), we use the convention that 0/0 = 0. The knock-
offs procedure consists of three steps: constructing knockoffs, computing feature importances and feature
statistics, and applying a data-dependent threshold.

Step 1: Constructing knockoffs. First, given a feature vector X € RP, we define knockoffs X € R? as random
variables satisfying

~ d ~ ~
[XaX]swap(J) = [XvX} aJnd‘XJI-YW‘XP (1)
for all J C [p]. This pairwise exchangeability condition implies that
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for some diagonal matrix S such that Gg 3= 0, where ¥ = Cov(X). Note in the case where X ~ N (0, %),
Candes et al| (2018) proved that when [X, X] ~ N(0,Gs), X are valid knockoffs for X for any S, as long

as Gg = 0. If one chooses to generate X such that [X, X] are multivariate Gaussian, then the choice of S
uniquely determines any valid knockoff-generation mechanism.

Step 2: Feature importances and feature statistics. The next step is to compute feature importances Z € R??
where for j € [p], Z; and Z;4, measure the importances of X; and its knockoff X j, respectively. We can use
any function of the data Z = z([X, X],y) € R? to generate Z under the restriction that swapping a feature
with its knockoff also swaps the feature importances Z;, Z;;,. This allows one to use almost any feature
importance measure to create Z, from cross-validated lasso coefficients to neural networks (Lu et al. 2018).

We combine Z;, Z;., into a feature statistic W; = f(Z;, Z;4+p), where f is an antisymmetric function such
that f(z,y) = —f(y,x). For example, if Z are absolute lasso coefficients, we might set f(Z;,Z;4,) =
Zj — Zj1p. Here, W; represents the lasso (absolute) coefficient difference (LCD), where a high value of W;
indicates that feature X; is more important than its knockoff in predicting Y. The antisymmetric property
of f implies that swapping X; with its knockoff flips the sign of W;. We let W = w([X, X],y) € RP be the
vector of feature statistics. Note Z, W are random variables, and z,w are functions.

Step 3: The data-dependent threshold. Finally, we define the data-dependent threshold

#{j Wy < —t}+1 _ }
#gwy >ty T

Formally, to ensure this minimum is well-defined, the minimum is only over ¢t € {|W;| : j € [p]} \ {0}. By

Tmin{t>0: (3)

convention, T" = oo if that set is empty. Selecting features S = {7 : W; > T} guarantees FDR control at
level q.

1.4 Related literature

The MX knockoffs framework (Candes et al., |2018) has received significant attention recently because it
guarantees exact FDR control in feature selection even when the response Y | X is nonlinear and the
features X are arbitrarily correlated. In particular, knockoffs has been applied successfully in genome-
wide association studies (GWAS), with promising empirical performance (Sesia et al.| (2018, 2019, 2020)).
Although the model-X framework does assume that the distribution of X is known, prior work has shown
through both theory (Barber et al., 2020 and simulations (for example, |Sesia et al.| (2018))) that knockoffs is
fairly robust to misspecification of the distribution of X. Additionally, a new line of research has relaxed the
assumptions of knockoffs, such that knockoffs can control the false discovery rate as long as the distribution
of X is known up to a parametric model (Huang and Janson, 2020). Since a main advantage of knockoffs is
that they control the false discovery rate under feature dependence, the main goal of our paper is to improve
the power of knockoffs under feature dependence. We pause to briefly compare our contribution in this
respect to two relevant strands of the wider knockoffs literature.

First, our work draws heavily from the literature on sampling model-X knockoffs. Initially, Barber and
Candes| (2015 introduced the fixed-X knockoff framework and suggested creating knockoffs which minimize
the MAC. |Candes et al.| (2018]) built on [Barber and Candes| (2015) to introduce the model-X knockoffs filter,
demonstrate how to sample knockoffs for Gaussian designs, and prove the existence of nontrivial knockoffs
for general designs. Notably, |Candes et al| (2018)) also suggested generating knockoffs which minimize the
MAC metric, although in their discussion they note the possibility of increased power from alternate knockoff
constructions. Since then, several works have developed techniques to sample knockoffs for non-Gaussian
designs. |Sesia et al.| (2018) developed a method to sample knockoffs for discrete Markov chains, and |Gimenez
et al.| (2019) demonstrated how to sample knockoffs for some Bayesian networks. When the true model is
unknown, Romano et al.| (2018]); Jordon et al.| (2019) showed how to use deep generative networks and
generative adversarial networks (GANSs), respectively, to generate approximate knockoff constructions. Most
recently, Bates et al.| (2020) characterized all knockoff distributions and developed efficient algorithms to
sample exact knockoffs in great generality, using tools from Markov Chain Monte Carlo (MCMC). However,
very little of the existing literature has discussed which knockoffs to generate, and most works have assumed



implicitly that weaker feature-knockoff correlations improve power. Indeed, Bates et al. (2020) did not
even simulate the power of their general knockoff sampler—instead, they reported the MAC as a proxy for
knockoff quality. The point of our paper is to demonstrate that the MAC heuristic can fail spectacularly
and to propose a solution to this problem.

Second, four recent papers (Chen et al.| (2019); |Gimenez and Zou| (2019); Liu and Rigollet| (2019); Ke et al.
(2020)) have observed that knockoffs can sometimes lose power in correlated settings, and [Fan et al.| (2020])
prove the consistency of lasso-based knockoffs under certain conditions on the feature-knockoff distribution.
Our work differs substantially from these, but we will be better able to explain why after we have formally
introduced the reconstruction effect. See Section for detailed comparisons to each of these works.

1.5 Outline

The outline of the rest of the paper is as follows. In Section [2] we describe how minimizing the MAC
causes the reconstruction effect for general Gaussian designs. We also demonstrate that reconstructability
reduces the power of knockoffs for all designs. In Section [3] we define two types of MRC knockoffs: MVR
knockoffs and ME knockoffs. We prove that MVR knockoffs are optimal in a sense for OLS coefficients
in Gaussian linear models, and we further prove that MVR knockoffs are consistent in low dimensions,
unlike SDP knockoffs. We also give intuition as to why MRC knockoffs are likely to improve power for
nonlinear responses and discuss efficient algorithms for computing MRC knockoffs when the features are
Gaussian. Finally, in Section 4] we present an extensive set of simulations comparing the power of MRC and
MAC-minimizing knockoffs.

2 The reconstruction effect reduces knockoffs’ power

The MAC heuristic applied in correlated settings can lead to significant power loss due to the reconstruction
effect we identify in this section.

2.1 Minimizing the MAC results in reconstructability for Gaussian designs

In this section, we demonstrate that minimizing the MAC often ensures that many X; can be reconstructed
from X_;, X when X is Gaussian and correlated. To begin with, note that when [X, X ] ~N(0,Ggs), choosing
a type of knockoffs to generate is equivalent to choosing the S-matrix from equation . When X is Gaussian,
we will refer to MAC-minimizing knockoffs as SDP knockoffs, as in the literature. When X ~ A(0, %), we
will also assume X is scaled such that ¥;; = 1 for j € [p].

Definition 2.1 (SDP Knockoffs). Set Sspp = diag(s) where s € RP is the solution to the semidefinite
program

P
minimize Z 11— s;]
=1
s.t. 0 < diag(s) < 2%.

A more computationally-efficient version of this procedure, called the equicorrelated method, minimizes the
same objective under the constraint that s is a constant vector.

This SDP formulation will continue to increase the diagonal values of S until it hits the boundary condition
Amin(2X — §) = 0 or attains the optimal S = I,,. Since the eigenvalues of Gg are those of S and 2%X — S,
Gspp = Gsgpp will be low rank whenever Sspp # I,.

Lemma 2.1. Suppose X ~ N(0,%) and Apnin(2) < 0.5. Then rank(Gspp) < 2p. Furthermore, if ¥ is
block-diagonal with b blocks, each with an eigenvalue below 0.5, then rank(Gspp) < 2p — b.



As a running example throughout this section, we will often analyze the simple case where X is “equicor-
related” to enable more explicit analysis of the power of SDP knockoffs. This means X ~ N(0,%) where
Yjr = p if and only if j # k and 1 otherwise, which implies X is exchangeable.

Lemma 2.2. In the equicorrelated case when p > 0.5, let X be generated according to the SDP procedure.
Then G'spp has rank p+ 1, and X; + X; = X + Xy, for all 1 < j, k <p.

2.2 Reconstructability and power

Why does the rank of Gspp affect power? As an intuitive example, consider the equicorrelated case, where
Lemma[2.2] tells us that one could reconstruct all information contained in the features X simply by looking
at X and one other feature. This makes it difficult to assign feature importances to X versus X. For example,
suppose Y follows a single-index model, meaning we can represent Y = f(X3,U) for some deterministic
function f and U ~ Unif(0,1) independent of X. Then Lemma implies that for any J C [p], we can
write

XpBs=(X1+X1) | Y B8 | - XuB. (4)
jeJ
To see why this is a problem, initially assume EjeJﬁj = 0, which guarantees that X;8; = —X,8.

In this setting, the feature importances Z = z([X,X],y) will have difficulty distinguishing between two
different models, the correct model where Y = f([X;, X_j](8s,8.7),U) and an incorrect model where
Y = f([Xs,X_j)(=Bs,B.7),U). Note that in the correct model, we would expect {Z;};cs to be large
and {Z;1,}jes to be near zero, leading to large positive {W;} ey, but in the incorrect model, we would
expect the opposite, leading to highly negative {W,},cs. Since both models fit the data equally well and the
models differ only in some of the signs of their coefficients, {W; } ¢ is equally likely to be positive or negative
unless the feature statistic function w incorporates prior information about the signs of ;. For example,
one could constrain the lasso to only assign nonnegative coefficient values to each feature. With enough
data, the lasso would then correctly assign high feature importances to the set of features {j € J : 8; > 0}.
On the other hand, it would also ensure that the lasso would assign zero importance to features in the set
{j € J: B; < 0} and high importances to their knockoff counterparts, precluding the discovery of those
features.

When ZjeJ B; # 0, the incorrect model becomes

Y:f [leXlaXJaX—J} Zﬁijﬁja_ﬁ-hﬁ-J aU

jeJ JjEJ

In this case, regularized feature statistics like the lasso, with enough data, may eventually identify the correct
model, whose coefficients have smaller £; norm than the coefficients in the incorrect model. However, when
the /1 norms of both options are similar, it will take a very large amount of data for the lasso to identify
the true model (see Theorem [2.4)). This exemplifies a broader theme, which is that the power of common
sparsity-inducing feature statistics will decline further when it is possible to reconstruct features using a
sparse subset of the other features and knockoffs. We refer to this phenomenon as sparse reconstructability,
and in the general Gaussian case, it will occur when many eigenvalues of Gspp are close to zero.

Gaussian equicorrelated designs with a single-index response are only an example of the broader reconstruc-
tion effect, which occurs quite generally: whenever X; can be reconstructed from X_;, X, feature importances
such as those derived from a random forest are likely to confuse the contribution of a non-null X; with other
features or knockoffs. In the worst case, however, Theorem [2.3] indicates that if ¥ depends on X ; through
a statistic g(X ;) which can be reconstructed using some function g* of X7, no feature statistic will be able
to use the data to distinguish between X ; and X ;. This theorem does not assume X to be Gaussian, nor

does it assume Y to follow a single-index model.



Theorem 2.3. Suppose we can represent Y = f(g(X ), X_;,U) for some set J C [p], functions f and g,
and independent noise U ~ Unif(0,1). Equivalently, this means Y L X; | g(Xs),X_;. Suppose a function
g* exists such that ~

9(Xs) = 9" (X) (5)
holds almost surely. If Y* = f(¢*(X ), X_;,U), then

([X, X’},Y) 4 ([X, X]swap(J),Y*) and ([X, X],Y*) 4 ([X, X]swap(J),Y) . (6)

Furthermore, if we set W = w([X,X],y), and W* = w([X,X],y*), then for all j € J,
P(W; > 0) +P(W; >0) < 1. (7)

For instance, in the equicorrelated case when Y = f(XS,U) is single-index, SDP knockoffs satisfy the
assumption g(X;) = X;8; = —X;8; = ¢*(X;) when ZjeJ,Bj = 0. In this setting, equation says
that SDP knockoffs produce a no free lunch situation, where no feature statistic can have non-trivial power
to select any {X;};cs for both ¥ and Y*. Indeed, equation @ tells us that even a limitless amount of
data gives us no way to distinguish between the features and the knockoffs in .J, since any statistic which
consistently selects X ; over X ; when the response comes from g faces exactly the opposite choice when
the response comes from g*. Therefore, any feature statistic which has nontrivial power to select X ; when
the response follows g will have “negative” power (less power than if all features in J were null) when the
response follows g*. For example, any feature statistic which uses X to predict Y (using g) can do equally
well using X to predict Y (using ¢*). If we have no a priori bias towards g or g*, then we will be equally
likely to select the features X ; or their knockoffs X7, making us powerless to detect any of {X;};cs, no
matter the signal-to-noise ratio. Alternatively, a feature statistic which a priori biases towards (for example)
g over g* may gain power when the true model uses g, but as equation @ indicates, it will correspondingly
lose power when the true model uses g*. Furthermore, a preference for sparsity will not help in general. For
example, when g(X ;) = X;8; = —X,8; =g (XJ), both models have the same sparsity.

To gain intuition about when equation might hold, it may again be helpful to let g(X ;) = X;8; for
By € RIVI. This includes (but is not limited to) the set of models where Y | X is partially linear in X .
In this case, equation would be satisfied if a 3% exists such that X;58; = X sB375 holds almost surely.
Although this condition may initially seem pathological, several remarks are in order here. First, even if this
relation only holds approximately, reconstructability will still reduce the power of knockoffs in finite samples.
For example, if one perturbed SDP knockoffs to prevent Gspp from being ezactly low rank, we can still have
X8, ~X 7837 as long as some of the eigenvalues of Gspp are small. Second, as the approximate rank of
Gspp decreases, the approximate null space of [X 7, X s] will grow larger, which makes it more likely that for
any 3, there may be some 3% such that X ;3; ~ XJB§. This corresponds to the sparse reconstructability
phenomenon we identified earlier, where it is possible to reconstruct each feature X; using a small subset
of the other features and knockoffs. Third, note that does not require X; to be reconstructable from
X ; alone—for example, in the equicorrelated case, X is not reconstructable from X, but X;8; = — X8,
anyway when Zje ;B; = 0. In general, certain classes of statistics g(X;) can be reconstructable from

X even when reconstructing X j requires joint information from X_ J7)~( . For this reason, it is important
to prevent X from being reconstructable from any of X_;, X. Lastly, as p grows larger, there are many
more subsets J for which can hold, especially when the distribution of (X,Y’) does not have any special
structure. As a result, we expect this phenomenon to be more frequent in higher dimensions.

To briefly summarize, so far, we have shown that the MAC heuristic often causes the diagonal entries of the
S matrix to become so large that many eigenvalues of the joint covariance matrix Gg become quite small.
Unfortunately, this creates strong joint dependencies in the distribution of [X, X ]. In practice, this means
that many features X; can largely be reconstructed from the knockoffs X and the other features X in
spite of low marginal correlations between X; and X ;. As a result, knockoff feature importances (such as
lasso coeflicients) may ignore a non-null feature X; and instead use X_j, X to reconstruct its effect on Y,
dramatically reducing the power of knockoffs. In Section we show that the reconstruction effect can
actually render knockoffs powerless in some settings, and as we will see in Section [4] this phenomenon occurs
quite broadly, even when X is not Gaussian.



2.3 Main result for equicorrelated Gaussian designs

Our main result for equicorrelated Gaussian designs and single-index response models largely follows from
the intuition that as p — oo, there will often be a very large number of subsets J such that Zje] B; =~ 0,
unless B has very special structure. Theorem [2.3] tells us that when ¥ is equicorrelated, the presence of
many such J will dramatically reduce the power of knockoffs unless the feature statistic function w encodes
specific information about each of the signs of the non-null coefficients. To exclude this case, we impose
a mild condition on w which prevents it from treating any of the features of X differently based on their
position, and therefore prevents w from incorporating different a priori information about features with
positive and negative signs. In particular, we define a knockoff feature statistic function w to be permutation
invariant if and only if for any permutation o : [p] — [p],

o(w(X,X],y)) = w(lo(X), o(X)],y). (8)

Since some feature statistics are randomized functions, our proofs also allow for equation to hold in
distribution conditional on the data. Note almost all feature statistics in the knockoffs literature, including
those derived from lasso coefficients and even neural networks, satisfy this property. To quickly define
notation, we denote the average power by:

E[|Sn{i: 6 #0}]
G 8, #0)]

where the expectation above is over the data for a fixed feature statistic function w and a fixed vector of
coefficients 8. As a reminder, S is the set of selected features.

Power(w, 8) =

Theorem 2.4. Let X be an equicorrelated Gaussian design with correlation p > 0.5. Assume we can
represent Y = f(XB + (,U) for ¢ ~ N(0,02) and U ~ Unif(0,1) independent of the data. Let W be the
class of all permutation invariant feature statistic functions and suppose we aim to control the FDR at level
q < 0.1 using SDP knockoffs.

Sample B € RP uniformly from a p-dimensional hypercube centered at 0 with a fized side-length. Let n be
the number of data points and suppose there exists some € > 0 such that n = o (p2_€). Then as n,p — oo,

sup Power(w, 3™) % 0.
wew

Theorem follows from a more general statement which applies to block-diagonal ¥ whose blocks are
equicorrelated, which we prove in Appendix [A] Note that neither the precise distribution of 4 nor the
assumption that ¢ < 0.1 are essential, as we discuss in Appendix

This theorem tells us that even in low-dimensional regimes, SDP knockoffs may have asymptotically zero
average power, even when the feature statistic w is chosen with oracle knowledge of the response model
Y | X. This theorem applies to a variety of familiar single-index models, including Gaussian linear models
and probit regression, which satisfy the assumption that Y = f(X8+¢,U). Furthermore, since Var(¢) = 03
can be arbitrarily small, we expect this conclusion to hold for most single-index and generalized linear models,
which take the form Y = f(X3,U).

Of course, real datasets will rarely be exactly equicorrelated. The point of Theorem [2.4] is to show that
the reconstruction effect can prevent SDP knockoffs from discovering many non-null features, no matter the
signal size or feature statistic. However, as we discuss at length in Section the reconstruction effect
can occur without equicorrelated features, and indeed, our empirical results in Section [4 show that SDP
knockoffs lose power in a variety of practical settings.

2.4 SDP knockoffs infer signal magnitudes but not signs

To help understand why SDP knockoffs fail in the equicorrelated setting, we briefly analyze what SDP
knockoffs do right. In particular, SDP knockoffs can easily be used to detect that either X; or X; has an



effect on Y, but not to choose between them. This means that when using SDP knockoffs, non-null W; will
often have the “right” magnitude but a negative sign.

Proposition 2.1. Assume X is equicorrelated and Y | X ~ N(X3,02) with n > 2p and correlation p > 0.5.
Suppose we generate knockoffs such that the feature-knockoff correlation is constant and the MAC equals v.
If BV € R? are OLS coefficients fit on ([X,X],y), then the mean squared error of ,Ble;t B(eXt as an

] o e (p+1):2p
estimator of B is increasing in v.

5 (ext) 5 (ext)
5 p J -8 j+p
correlations between X; and X; get smaller, apparently in support of the MAC heuristic. Unfortunately,

This theorem proves that for OLS coefficients, the differences proxy [3; better as the marginal

setting W; = B§6Xt) — B (ext) s g poor feature statistic when 3; may be negative, since W; will likely be negative

Jj+p
when f; is negative, preventing the selection of features with negative coeflicients. On the other hand, if
we set W; = | ﬂ(eXt)| 3 (eXt)| to fix this problem, knockoffs will still have extremely low power as the MAC

v gets smaller because ﬂ(e **) and B(eXt)

equally likely to be posmve or negatlve

individually will have high variance, making W; (approximately)

Penalized regressions like lasso coefficients B(Zl’e"t) exhibit the same behavior. Consider how the lasso assigns

coefficient values to a pair of features 6 (brext) 5 ,(fl’eXt) and their knockoffs BJ(-QI;EXU, Bfﬁ;}em) when 3;+ 8, = 0.

Asn — o0, the lasso will have to choose between at least two options: setting (f3; gltrext) AJ(QI;eXt)) ~ (B;,0) and

(5£Zl’em ,ﬁ;(ﬁ;,em ) ~ (Bk,0), or alternatively setting (ﬂy“em), J(QI}EXt)) ~ (0, Bx) and (A,(f“eXt),ﬁkﬁ;em))

(0,8;). When using SDP knockoffs, both options deterministically have the same empirical mean-squared
error as well as the same ¢; norm, so the lasso genuinely cannot choose between these two options. Moreover,

this applies to every j, k such that 3; + 8y = 0. Note that since W; = ‘Bj(.él’em) ‘ﬁj(ilz’,em

but have large magnitudes, they actually make it more difficult to discover other features, since knockoffs
can only make discoveries when the W) with large magnitudes have consistently positive signs (see equation
(3) or Figure [2| for an illustration of this).

are symmetric

2.5 Relationship with the literature

At this point, we pause to put our results on the reconstruction effect in context with the rest of the literature.
To start, we note that the reconstruction effect appears to differ fundamentally from the “alternating sign
effect” introduced by |Chen et al.| (2019), who give heuristic evidence that lasso-path statistics may lose power
when two features are positively correlated and their coefficients have opposite or “alternating” signs. For
instance, the alternating sign effect only plagues certain feature statistics such as lasso-path statistics, and
the initial version of |[Chen et al.| (2019) shows that simple statistics like OLS statistics do not suffer from
this effect. In contrast, Theorem [2.4] shows that minimizing the MAC creates an unidentifiability problem
which makes nearly every feature statistic asymptotically powerless in the equicorrelated case. Second, the
reconstruction effect does not even rely on the presence of alternating signs in S—for example, we have
shown in Theorem that it can occur outside of single-index models, where no coefficient vector 8 exists.

Furthermore, Theorem may seem to contradict Theorem 1 of [Fan et al| (2020), which proves that
when X is Gaussian with a Gaussian linear response Y, the power of lasso-based knockoffs approaches one
asymptotically. However, that theorem assumes the regularity condition that Apin (X) and Apin (25 —SS7LS)
must be bounded away from zero. Yet Lemma[2.1] demonstrates that for SDP knockoffs, Gspp and therefore
its Schur complement 25 — SX~1S will often be low rank, meaning the regularity conditions used by [Fan
et al| (2020) will not hold. This suggests that we ought to use a different heuristic than minimizing the
MAC, one that will automatically ensure 25 — SE 718 is full rank whenever ¥ is. In the next section, we will
define two heuristics which satisfy this property. Furthermore, we will prove that one of these heuristics is
consistent under only the assumption that Ay (X) is bounded away from zero. This result parallels Theorem
1 of [Fan et al.| (2020)), except we use different technical tools to avoid requiring the problematic assumption
that Apin (25 — SX71S) is bounded above zero.

Like [Fan et al.| (2020), [Liu and Rigollet| (2019)) observed that the consistency of knockoffs may depend



on properties of the joint covariance matrix Gg. Although [Liu and Rigollet| (2019) did not analyze the
power of SDP knockoffs, they proposed generating “conditional independence” (CI) knockoffs such that
X; L X ;| X_;, and they proved that some lasso-based feature statistics applied to CI knockoffs are consistent
in Gaussian linear models. Unfortunately, the CI condition says little about whether X is (approximately)
reconstructable using joint information from X_j,f( , and as a result, we show in Appendix that CI
knockoffs actually can suffer from the same reconstructability problems that SDP knockoffs suffer from. This
means that CI knockoffs may have low power in finite samples even if they are consistent asymptotically.
Furthermore, CI knockoffs only exist for a restricted set of Gaussian designs, outside of which they violate
the pairwise exchangeability condition . While [Ke et al.| (2020]) recently suggested an extension of CI
knockoffs to the general Gaussian case, their method involves computing Sc; without constraining Gg = 0
and then performing a binary search to find the maximum v € [0, 1] such that G,.s, = 0. Unfortunately,
this new matrix v - Scy lacks any conditional independence properties, and furthermore, v can be extremely
small in practice, substantially reducing power. We discuss this more in Appendix

Lastly, Theorem 5.4 of Ke et al.| (2020) proves that SDP (fixed-X) knockoffs match the power of an “oracle”
procedure for a positive, block-equicorrelated correlation structure. However, Ke et al| (2020) assume a
fixed block-size of £ = 2 and vanishing sparsity, meaning that asymptotically, a vanishing proportion of the
non-nulls lie in the same equicorrelated block as other non-nulls. Since the reconstruction effect for block-
equicorrelated designs only occurs when multiple non-null features are correlated, it will asymptotically not
occur in this regime.

3 Minimum reconstructability knockoffs

In Section 2] we demonstrated that SDP knockoffs lack power in the equicorrelated case because they make it
possible to “reconstruct” a feature X; using X_;, X. To fix this problem, we suggest constructing X in order
to minimize the reconstructability (MRC) of each feature X; given the other features X_; and the knockoffs

X. In this section, we describe two instantiations of this framework which can be efficiently computed when
X is Gaussian and perform well in a variety of settings.

3.1 Minimum variance-based reconstructability (MVR) knockoffs
One intuitive way to minimize “reconstructability” is to maximize the conditional variance Var(X;|X_;, X) for

each j € [p]. This motivates the minimum variance-based reconstructability (MVR) knockoff construction.

Definition 3.1 (Minimum Variance-Based Reconstructability (MVR) Knockoffs). To sample MVR knock-
offs, sample X | X so as to minimize

p 1
Lyvvr = ; E[Var(X;| X, X)) 9)

1
E[Var(X;|X.;,X)]

penalize high levels of reconstructability and ensure E[Var(Xj|X_j,X )] > 0 for all j. This is important
because high levels of reconstructability often cause some feature statistics to have large magnitudes but
negative signs, which dramatically reduces the power of knockoffs. For example, if X; is non-null and highly
reconstructable, then feature statistics can easily reconstruct the effect of X; on Y using X_;, X, especially
when the number of data points is small. When this happens, X; will likely be assigned a low feature

MVR knockoffs minimize the inverse expected conditional variances in order to harshly

importance and, more importantly, a knockoff variable such as Xj or X; may be assigned a high feature
importance corresponding to the effect of X; on Y. This implies that the feature statistic Wy, (resp. W)
may have a large magnitude but a negative sign. Ultimately, the knockoff filter can only make rejections if
there exists some t such that approximately %_i_q of the t feature statistics with the largest absolute values
have positive signs. Thus, when even a few feature statistics have large magnitudes but negative signs,
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knockoffs may have very low power. We illustrate this effect in Figure 2] for equicorrelated designs. We
discuss this phenomenon more in Appendix where we also show that the same phenomenon occurs
for a diverse range of design matrices, including Gaussian Markov chains and Gaussian designs where the
covariance matrix is 80% sparse.

MVR SDP
1. 5-
Null

S |||||||||||||||||||||||||||||||||||III III|||||||||| 0 — ||| ||| ||||||||||||||||| ||||||I||||IIII""'""""""'"'""""“' .. [raise
Rt i W

0 25 50 75 100 0 25 50 75 100
Rank

Figure 2: W-statistic values for MVR vs. SDP knockoffs. We plot LCD feature statistics sorted in descending order of
absolute value for an exchangeable Gaussian design with correlation p = 0.6, n =190, p = 100, and Y | X ~ N (X3, 1)
with 50 non-null coefficients sampled as independent random signs +1. The black line denotes the data dependent
threshold T'. SDP knockoffs have low power because many feature statistics have large magnitudes but negative signs.

05-

In the Gaussian case when [X, X] ~ N(0, Gs) we can write Lyvr as a snnple and convex function of the
S-matrix. In particular, Lyvr(S) = $Tr(Gg'), as 1/ Var(X;|X.;, X) = (Gg');,; for Gaussian features (see
, Section 2.5). See Appendix m 1| for a proof of convexity. This convenient formulation
allows us to prove two appealing properties of MVR, knockoffs when X ~ N(0,X),Y | X ~ N (Xf3,0?), and
we use the absolute value of OLS coefficients as feature importances.

First, we prove a type of optimality result for MVR knockoffs. Although we would like to know which
S-matrix maximizes power to detect non-nulls, the exact answer depends on the unknown coefficients /3.
As a proxy for this, however, we note that the power of knockoffs almost entirely depends on the accuracy
of the OLS coefficients ﬁ(e’“) € R?". As n — oo, we hope that ﬁ( ) il converge to 8 and the knockoff

feature importances ﬂ W111 converge to 0. In finite samples, it turns out that for any ¥ and 5, MVR

p+1
knockoffs minimize the mean—squared error between 5(°%) and its target.

Proposition 3.1. Suppose X ~ N(0,%) for any ¥ and Y | X ~ N(XB,0%). Let &Y € R? be the
concatenation of B € RP with p zeros. Suppose &Y € R are OLS coefficients fit on ([X,X],y) and
n>2p+1. Then

SMVR = arg msinE[HB(e"t) - BED3).

Second, we prove that the MVR knockoff filter is consistent in low-dimensions for OLS feature statistics.
This result would not be surprising except that we showed in Section[2]that in some low-dimensional settings,
SDP knockoffs is inconsistent for every feature statistic.

Theorem 3.1. Suppose X ~ N(0,2(™), Y | X ~ N(XB™,62), and X is generated using Syvr. Suppose

Blext) € R2P qre OLS coefficients fit on (X, X],y), and set w([X,X],y) = |ﬂ(eXt | — |B((;f1)):2p|'

Let n,p — oo such that p = o(n) and consider a sequence of covariance matrices ¥ e RPXP such that
the minimum eigenvalue of £ is bounded above a fized constant v € RT. Suppose we sample a sequence
of random B as follows. Let all but a uniformly drawn subset of [sop] entries of B equal zero, for a
fized constant sy € (0,1], and then sample the remaining (non-null) entries of 3 from a [sop]-dimensional
hypercube centered at 0 with any fized side-length. Then

Power(w, ) 5 1.
Note that the equicorrelated case discussed in Sectionl satisfies these regularity conditions on X("), since its
eigenvalues are bounded unlformly above 1 — p. As noted in Section [2.5] this theorem proves a sumlar con-

sistency result to [Fan et al. m , except our proof uses properties of MVR knockoffs to avoid assumptions
about the minimum eigenvalue of Gg.
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This result should also make intuitive sense in the context of|Liu and Rigollet| (2019), who show that knockoffs
are consistent if and only if (informally) the diagonals of %Ggl converge to 0. Technically, |Liu and Rigollet
(2019)’s theory does not directly apply to our setting, as it assumes a different asymptotic regime and relies
on regularity conditions which the authors themselves admit are “highly nontrivial” to verify unless X(")
is block-diagonal. We use different technical tools to avoid these assumptions. Conceptually, however, the
key novelty of Theorem is that it shows for the first time that a concrete method—MVR knockoffs—
can achieve [Liu and Rigollet| (2019)’s condition with minimal assumptions on X("). To summarize, Liu
and Rigollet| (2019)’s theory established the importance of making the diagonals of Ggl small, and MVR
knockoffs explicitly follows this principle by minimizing Tr(G 51), allowing us to prove its consistency in more
generality than has been established for any other knockoff generation method.

Lastly, we note that the convexity of Lyygr in the Gaussian case allows us to develop an algorithm to compute
Syvr in O(nigerp?), which is the same time complexity or faster than the methods used to compute SDP
knockoffs |Askari et al.| (2020]). Our method is inspired by |Askari et al.| (2020]), who introduced a coordinate-
descent algorithm to compute Sspp efficiently. The key idea is to use rank-one updates to maintain a running
Cholesky decomposition of 2% —.S. Our algorithm uses this same strategy, although extending their ideas to
the MVR loss requires some nontrivial additional analysis. For brevity, we defer the details to Appendix
Since the algorithms used to compute MVR and SDP knockoffs are extremely similar, we show in simulations
in Appendix that not only do they have the same computational complexity, but they have very similar
runtimes in practice. Additionally, like the SDP formulation , our algorithm can take advantage of
block-diagonal approximations (Candes et al., |2018)) or low-rank factor structure in ¥ (Askari et al., 2020)) to
dramatically speed up computations to be linear in p—see Appendix for additional details. The overall
point is that there is no computational reason to prefer either MVR, or SDP knockoffs.

3.2 Maximum entropy (ME) knockoffs

An information-theoretic alternative to MVR knockoffs is to minimize the mutual information between X
and X as we shall see in a moment, this is equivalent to maximizing the entropy of [X, X ]. |Gimenez and
Zou| (2019) have previously considered ME knockoffs, but only in the Gaussian case, and they introduce this
method for a very different reason than we do. In particular, the authors motivate ME knockoffs by observing
that the SDP knockoff construction can induce sparsity in the diagonal of Sspp, meaning that some values
of the diagonal of Sspp become too small to distinguish between features and knockoffs. Although they
demonstrate that ME knockoffs will not suffer from this problem, they only compare the power of the two
methods in a single case where the distributions of both X and Y | X are chosen adversarially against SDP
knockoffs. In contrast, we advocate the use of ME knockoffs to solve almost exactly the opposite problem:
that the values of Sspp are frequently too large. Indeed, our most dramatic empirical results come in the
equicorrelated case, where Sgpp = v - I, for y as large as 1. Clearly, in this case, the diagonal of Sspp is not
sparse at all.

Definition 3.2 (Maximum Entropy (ME) Knockoffs). Suppose X is absolutely continuous on X with respect
to a base measure p with density p(x). To sample ME knockoffs, sample X | X so as to minimize

Lage = / N / Pl )08 (0 ) () d(), (10)

where X is the support of X, and p(x,T) is the joint density of [X, X] Note Ly corresponds to the negative
entropy of [X, X]. If [X, X] admits no joint density with respect to the product measure X p, we adopt the
convention that Lyg = 0.

Given this definition, it is not immediately obvious that ME knockoffs minimize any notion of reconstructabil-
ity. Of course, the entropy of [X, X | equals twice the entropy of X minus the mutual information between X
and X, so ME knockoffs also minimize the mutual information between X and X. Since mutual information
can account for joint dependencies between X and X, we might expect it to perform better than the MAC
metric, which only looks marginally at dependencies between X; and X ;- However, mutual information still

12



may not necessarily capture the right notion of reconstructability. To perform feature selection with knock-
offs, one must assign a feature importance to each individual feature and knockoff. To do this powerfully,
we have argued that each non-null feature X; must contain information that cannot be reconstructed using
X_; and X. Although mutual information captures some notion of the aggregate dependencies between X
and X, it is not clear it coincides with this feature-level definition of reconstructability.

To better connect ME knockoffs with reconstructability, we turn to the setting where X is Gaussian, where
Lyg has a simple formulation. In particular, we can take X to be jointly Gaussian with X, and then the
entropy of [X, X] equals logdet(Gs) up to a constant. Thus, maximizing the entropy of [X, X] corresponds
to minimizing log det(Ggl). This loss is actually quite similar to the MVR loss for Gaussian X, as both
losses are convex, elementwise-decreasing functions of the eigenvalues of Gg. In particular,

Luvr(S) < Tr(Ggl) = Z Aj(le) and  Lyg(S) = logdet(Gg') = Zlog (Aj(lGS)> , (11)

where we express the Lyg loss up to an additive constant. As a result, Syig and Syvr are quite similar in
the Gaussian case, suggesting that Lyg captures a similar notion of reconstructability in this setting. This
also indicates that ME and MVR, knockoffs will have very similar power in the Gaussian setting, which we
confirm in Section [f] In Appendix [D.3] we modify the algorithm which computes Syvr to compute Syg in
the same time complexity.

Outside the Gaussian case, we cannot write Lyg so simply, but we do prove in Lemma [3.2) that when X
has finite support, ME knockoffs will not allow any feature to be perfectly reconstructable as long as any
knockoff procedure can accomplish this. Intuitively, this result holds because if X; is nearly a deterministic
function of X_j, X, then almost all of the probability density of [X, X] will lie along a (2p — 1) dimensional
subset of X x X. To ensure the density p(z, Z) integrates to one over X x X, the average log value of p(z, Z)
must become larger than is optimal. See Appendix [E] for a more detailed discussion of the discrete case as
well as a proof of Lemma, |3.2

Lemma 3.2. Let X have finite support X. For any j € [p] and any x,Z € X x X, ME knockoffs satisfy

Var(X;|X_; =x.;, X =) > 0, so long as this property does not contradict the definition of valid knockoffs.

At this point, one might wonder whether there are clear grounds to prefer MVR, knockoffs over ME knockoffs
or vice versa. Our empirical results in Section [4] suggest MVR and ME knockoffs perform very similarly
in the Gaussian case. There is more theoretical work to be done to better understand their relationship
in general, but we can make two comments summarizing what we know (and do not know) so far. First,
ME knockoffs seem to minimize some notion of reconstructability in all examples we can tractably analyze,
but it is not clear that our arguments generalize beyond the Gaussian case. We include ME knockoffs in
this section for the reader’s consideration because they seem promising and they perform well empirically
in Section Second, MVR knockoffs are appealing because they enjoy exact optimality properties with
OLS feature importances and are more readily proved to be consistent, as shown in Section Note that
since ME knockoffs are not identical to MVR knockoffs, they do not enjoy this exact optimality, and it is
difficult to prove the consistency of ME knockoffs for general sequences of X. That said, the solutions to
MVR and ME knockoffs are asymptotically identical in the case where ¥ is equicorrelated, so consistency
and (approximate) optimality do hold for ME knockoffs for exchangeable Gaussian designs—see Appendix
for a precise statement.

4 Empirical results

In this section, we run an extensive set of simulations to demonstrate the power of MVR, and ME knockoffs.
To do this, we developed a new open source python package knockpy, which implements a host of methods
from the knockoffs literature, including a wide variety of feature statistics and knockoff sampling mechanisms
for both fixed-X and model-X knockoffs. For example, knockpy includes a fully general Metropolized knockoff
sampler (Bates et al.,|2020)) which can be multiple orders of magnitude faster than previous implementations.
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Most importantly, knockpy is written to be modular, so researchers can easily tweak its functionality or add
other features on top of it. We discuss knockpy further in Appendix[G] All additional code for our simulations
is available at https://github.com/amspector100/mrcrep.

We aim to demonstrate that the MRC framework offers real advantages over MAC-minimizing knockoffs in
very practical settings, even when minimizing the MAC does not result in exact reconstructability. At the
outset, we highlight some key conclusions.

Power for linear responses: Both MVR and ME knockoffs generally outperform SDP knockoffs in the setting
where the design X is Gaussian and Y | X is linear. This result holds for a range of highly correlated
covariance matrices and feature statistics, although as the features become less correlated, the performances
of all three methods tend to equalize. We note further that MRC knockoffs frequently outperform their SDP
counterparts by very large margins (as much as 100 percentage points). Although there are examples where
SDP knockoffs outperform MVR and ME knockoffs, these are rare, and even in such cases, SDP knockoffs
usually outperform MVR and ME knockoffs by only a small margin.

Power for nonlinear responses: The preceding paragraph’s conclusions also hold when the conditional dis-
tribution Y | X is highly nonlinear, even in cases where Y does not follow a single-index model and linear
feature statistics such as the lasso have zero power. Even very complex feature statistics like random forests
with swap importances (Gimenez et al.l 2019)) or DeepPINK (Lu et al.,|2018)) perform better with MVR and
ME knockoffs.

MVR vs. ME knockoffs: As our theory predicts, MVR and ME knockoffs perform similarly in the Gaussian
setting, although there are a few cases where ME knockoffs slightly outperform MVR knockoffs. From now
on, we use “MRC knockoffs” to refer to both MVR and ME knockoffs at once.

Robustness: Although we did not study robustness theoretically, we found empirically that MRC knockoffs
can be both powerful and robust in the setting where X is Gaussian but the covariance matrix ¥ is unknown
and estimated using the data. In particular, in the high-dimensional setting where S is estimated with
a shrinkage estimator, MRC knockoffs appear to violate FDR control less severely than SDP knockoffs,
although we have no theoretical reason to believe that MRC knockoffs are in general more robust than SDP
knockoffs.

Power for fixed-X (FX) knockoffs: It is straightforward to define MRC knockoffs for the fixed-X knockoff
filter of |Barber and Candes| (2015). We demonstrate that MRC FX knockoffs are generally more powerful
than their SDP counterparts.

Power for non-Gaussian designs: MRC-inspired knockoffs even perform well in the setting where the features
X are not Gaussian, both for second-order knockoffs and as a guide for the Metropolized knockoff sampler.
We will carefully define these generalizations in Section [4.6]

In general, we will only plot average power, since knockoffs provably control the FDR. The exception to
this, of course, is when we discuss the robustness of the knockoffs procedure. Unless otherwise specified, we
use knockoffs to control the FDR at level ¢ = 0.1. In all examples, we use Algorithms 1 and 2, detailed in
Appendix[D] to compute MVR and ME knockoffs. In all instances, our plots include two standard deviation
error bars, although in some cases the error bars are so small they are difficult to see. We also always plot
both MVR and ME knockoffs, although often the two methods have nearly identical performance, causing
their power curves to entirely overlap.

4.1 Simulations on equicorrelated designs

In this subsection, we investigate the performance of MRC and SDP knockoffs in the equicorrelated setting
studied in Section 2] In Figure[3] we run simulations where X ~ N(0,3) with X equicorrelated and p varied
between 0 and 0.9 for both a Gaussian and logistic linear response (see the caption for details). We compare
four types of knockoffs: MVR, ME, SDP, and a perturbed version of SDP knockoffs where we set

StoL = 7 - Sspp. (12)
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We refer to this version as the “sdp_tol” option because it ensures that the minimum eigenvalue of Gror, is
above a tolerance 1 — . When p > 0.5, we set v = 0.99 to ensure that Apnin(GTor) > 0.01. We only do
this in the case where p > 0.5, since otherwise Gspp will be full rank anyway. As our feature statistics, we

use cross-validated lasso and ridge absolute coefficient differences of the form W; = | Bj(eXt)\ — | BJ(T;)L where
B,(:Xt) refers to the kth estimated lasso or ridge coefficient, respectively, for k € [2p].
Equicorrelated Design, Linear Feature Statistics
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Figure 3: Empirical powers when X is an exchangeable Gaussian design. We set p = 500 and vary the correlation p
between 0 and 0.9 with the number of data points n on the x-facets. In the lower panel, Y | X ~ N(Xf,1) and in
the upper panel Y | X ~ Bin(w (X)) where 7 is the sigmoid function. In all cases the number of non-nulls is 50 and
the non-null values are sampled independently from Unif ([—1,—1/2] U[1/2,1]). We use lasso and ridge coefficient
differences (and the logistic versions in the binomial case) and compare the performance of MVR, ME, and SDP
knockoffs. Note SDP_TOL knockoffs modify the SDP algorithm so that Amin(Gs) > 0.01—see equation .

Figure [3] demonstrates that MRC knockoffs substantially outperform SDP knockoffs, even when Ggpp is not
low rank. First, both MRC knockoff types uniformly outperform the perturbed SDP knockoffs, even though
the perturbed SDP knockoffs outperform the exact SDP knockoffs. Moreover, even when p < 0.5 and Gspp
is full rank, MRC knockoffs can have much more power than SDP knockoffs: for example, when p = 0.4 and
n = 750, logistic ridge has over twice the power when applied to MRC knockoffs versus SDP knockoffs. We
note that this power gain in highly correlated settings does not come at the cost of power in settings with
weaker correlations, since MRC knockoffs outperform or match the power of SDP knockoffs for every value
of p.

Note that MVR and ME knockoffs provably yield the same solution asymptotically in this setting (see
Appendix [D.4)), which is why their power curves almost entirely overlap in Figure

Since the perturbed SDP knockoffs outperform the SDP knockoffs, one might wonder how the choice of v
affects power. To analyze this question, we perform a line search over all S-matrices which can be represented
as a scaled identity matrix. In particular, we set

S, =7-(2-2p)-1I, (13)

Here, we can think of v as interpolating between the minimum possible S-matrix where S = 0 - I, and the
“maximum” S-matrix, where S = 2Anin(X) - I, = (2 — 2p) - I,,. The results indicate that up to Monte Carlo
error, MVR and ME knockoffs have the highest power among all such S-matrices in this setting for both
lasso and ridge feature statistics. Notably, this result holds for all p € {0.1,0.3,0.5,0.7,0.9}, whereas SDP
knockoffs lose power compared to MVR knockoffs for all p except p = 0.1, where all methods have nearly
the same performance. For brevity, we present these results in Appendix [F.1]
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Lastly, we note that two previous papers (Xing et al., [2019; [Dai et al., [2020) have observed that in the
equicorrelated case, knockoffs have surprisingly low power when compared to other feature selection methods.
Since these papers used the SDP formulation, in Appendix [F.3] we exactly replicate these simulations but
use MRC knockoffs instead. Our results show that MRC knockoffs have comparable or higher power than
all of the other methods used in these papers.

4.2 Simulations on Gaussian designs

In the previous section, we investigated the performance of MRC and SDP knockoffs on equicorrelated Gaus-
sian designs with linear responses. In this section, we let X ~ N(0, ) but vary X extensively. Furthermore,
we allow the conditional distribution Y | X to be highly nonlinear.

We defer a precise description of the covariance matrices ¥ in our simulations to Appendix [F-4 However,
we will give a brief overview of the types of ¥ in order to emphasize that these ¥ differ substantially from
the equicorrelated case. In the “AR1” setting, for example, X is a standardized Gaussian Markov chain with
correlations Cov (X, X;11) sampled from Beta(3,1). The “AR1 (Corr)” is the same setting except we cluster
the non-nulls together along the chain, as we might expect in, e.g., genetic studies. Then, in the “ER (Cov)”
and “ER (Precision)” settings, the covariance and precision matrices (respectively) are 80% sparse, where the
nonzero entries are chosen uniformly at random, in accordance with an ErdosRenyi (ER) procedure. Lastly,
we include simulations when ¥ is block-equicorrelated with a block size of 5 and within-block correlations of
p=0.5.

First, in Figure [4] we compare the power of MVR, ME, and SDP knockoffs when Y | X ~ N (X3,1) for
sparse [ (see the caption for details). We use cross-validated lasso and ridge coefficient differences as feature
statistics, and once again, we find that both MVR and ME knockoffs tend to substantially outperform SDP
knockoffs.

Various Gaussian Designs, Linear Statistics
AR1 AR1 (Corr) Block Equi ER (Cov) ER (Prec)

S Method
ME

—o— MVR
—e— SDP

Feature Stat
—e— lasso

Average Power

-4-ridge

Figure 4: Gaussian designs with a linear response. We set X ~ N(0,3) with 3 as defined in Appendix and
let Y | X ~N(XS,1). In all cases p = 500 and there are 50 non-null with coefficients sampled independently from
Unif([—0,—0/2] U [6/2,0]), with § = 2 for the AR1 plots and § = 1 for the others.

In Appendix[F.5] we also explore the effect of varying the between-feature correlations in the AR1 setting. As
expected, higher correlations improve the performance of MRC knockoffs relative to SDP knockoffs, although
interestingly, when the correlation Cov(X;, X;11) is constant over all j, the performances of all methods are
quite similar. This result is broadly consistent with our theory, although we defer discussion to Appendix

E3

Next, we consider the case where Y | X ~ A (u(X), 1) where p is a nonlinear sparse model. We defer precise
descriptions of these p to Appendix but we emphasize that they are highly nonlinear and Y | X never
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follows a single-index model. For example, in the “pairint” setting, u(X) = Zj’ke[p] B,k XX}, for a sparse 3.
Similarly, in the “cos” setting, u(X) = cos(X)S, and since cos is an even function, this ensures the features
have no linear effect on Y. For this reason, linear feature statistics like the lasso frequently have zero power
even when n is as large as 15p, as demonstrated in Appendix [F-0]

Since the conditional distribution Y | X is very complicated, knockoffs will not have much power except in
fairly low-dimensional settings. For example, when Y is a linear response to pairwise interactions among the
features, even a parametric feature statistic that searches explicitly for pairwise interactions must estimate
O(p?) coefficients. In contrast, a single-index model only requires estimation of O(p) parameters. As a result,
we set p = 200 with 30 non-null values and vary n between 200 and 3000.

We consider three feature statistics: a random forest feature statistic using the swap importance suggested
by |Gimenez et al.| (2019)), the DeepPINK feature statistic from (2018)), and, as a baseline, the
lasso coefficient difference. We report results for the random forest statistic in Figure [5f Results for the
DeepPINK feature statistic and the lasso feature statistic are in Appendix [F.6] In all three cases, MVR
and ME knockoffs consistently outperform SDP knockoffs (although there are again a few exceptions to this,
such as the truncated linear conditional mean on equicorrelated designs).
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Figure 5: Random forest statistic with swap importances on nonlinear responses: we let X ~ A(0,X) for various
and Y | X ~ N(u(X),1). We vary ¥ on the x-facets and p on the y-facets. The precise definitions of the covariance
matrices and conditional responses are presented in Appendix @ We let p = 200 with 30 non-nulls.
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4.3 Robustness on Gaussian designs

In Sections [2] through we have assumed that we know the true covariance matrix 3. In this section,
we analyze the robustness of MVR, ME, and SDP knockoffs when ¥ is not known and is estimated using
the same data used to run knockoffs, using one of three methods: Ledoit—Wolf estimation (Ledoit and Wolf]
2004), the graphical lasso algorithm (Friedman et al) [2007), and the maximum likelihood estimate of %
when n > p. We let Y | X ~ N(X8,1), and we use lasso coefficient difference statistics. Figures [6] (power)
and [7] (FDR) show that MVR and ME knockoffs control the FDR better than SDP knockoffs, especially in
high-dimensional settings where the covariance has been estimated using shrinkage methods. None of our
theory predicted this, but it at least indicates that the power improvement of MVR/ME knockoffs over SDP
knockoffs does not come at the expense of robustness. See the figure caption for more simulation details.
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Figure 6: Power of LCD statistics for estimated 3: we let X ~ N(0,%) for various ¥ and Y | X ~ N (Xf,1). The
definitions of ¥ follow Section [£:2] and are formally defined in Appendix [F-4] We let p = 500 with 50 non-nulls with
coefficients sampled 1ndependently from Unif([—d,—6/2] U [§/2,0]), where § = 1 in “ER (Cov)” and “ER (Prec)”
panels and § = 0.5 otherwise. Note that we do not apply the graphical lasso in the case where ¥ is equicorrelated,
since in this case, the precision matrix is fully dense and the graphical lasso algorithm failed to converge.

4.4 Application to fixed-X knockoffs

So far, we have worked with the MX knockoffs framework, where we assume we know the distribution of X
and we control the FDR in expectation over the distribution of X. However, the idea behind MVR and ME
knockoffs extends straightforwardly to the fixed-X (FX) knockoff filter, which treats the features X as fixed
and controls the FDR when Y | X follows a Gaussian linear model. In the fixed-X setting, we assume the
Gram matrix ¥ = X "X has diagonals equal to 1 and construct knockoffs X such that

(14)

X,X]T[X,X] = Gs = [ . ES} ,

x-S by

where as previously, S is a diagonal matrix such that S = 0 and 25— S 3= 0. X can be efficiently constructed
when n > 2p as outlined in Barber and Candes| (2015). From here on, the FX-knockoffs procedure is quite
similar to the MX-knockoffs procedure, except that the feature statistics must obey a sufficiency constraint
that they only depend on the matrix [X,X]"[X,X] and the empirical covariances [X,X]"y. Then, when
Y | X ~N(XB,1), the FX knockoff filter provably controls the FDR in finite samples.
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Figure 7: The corresponding FDR plot for Figure @

Although the features do not have conditional variances or entropy in this setting since they are treated as
fixed, the MVR and ME losses in terms of Gg naturally generalize to this setting. In particular, we set

SMVR = arg mbin Tr (Ggl) and Syg = arg msin log det (Ggl) . (15)

Proposition [3.I naturally extends to the FX setting, where the Syvr matrix minimizes the estimation error
of OLS feature importances, except this time conditional on X. See the proof of Proposition for details.

To study the power of MVR and ME FX knockoffs, we simulate X ~ N(0,%) for the same covariance
matrices as in Section and let Y | X ~ N(Xf3,1) for sparse 8 (see the caption of Figure [§] for details).
In order to obey the sufficiency property, FX feature statistics cannot use cross-validation, so we use the
lasso signed max (LSM) statistic introduced in [Barber and Candes| (2015) instead of cross-validated lasso
and ridge coefficient differences. Figure [§] shows that MRC knockoffs generally outperform SDP knockoffs,
although the power differential can be lower than in the MX case.

4.5 Application to group knockoffs

In this section, we show that the MRC framework can increase the power of group knockoffs
(2016). In settings with highly correlated features, such as GWAS, some previous work has suggested
partitioning the features into disjoint groups Gi,...,G, C [p]. After clustering the features such that
the between-group correlations are suitably low, Dai and Barber| (2016) showed how to construct “group
knockoffs” which test the group-level hypotheses Hg, : Y L Xg, | X.g,. Such group knockoffs need

only satisfy a relaxed pairwise-exchangeability constraint, where the distribution of [X, X ] is invariant to
swaps of entire groups, but not necessarily swaps of individual features. Although grouping the features
can reduce correlations between the groups, it generally will not remove all dependence from the data (see
[Candes et al| (2018)); Dai and Barber] (2016])), motivating the construction of MRC group knockoffs. One
can construct MRC group knockoffs by minimizing the MRC loss functions Lyvr and Lyg subject to this
relaxed constraint.

Figure [9 compares the powers of MRC and SDP group knockoffs in the AR1 settings studied in Section [4.2
To partition the features, we hierarchically cluster the features using correlations as a similarity measure and
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a single-linkage cutoff of ccorr, Where we vary ceor between 1.0, which recovers the ungrouped procedure,
and 0.7. The results show that MRC group knockoffs consistently outperform SDP group knockoffs.
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Figure 9: Power for Group MX Knockoffs for Gaussian AR1 designs. We set X ~ N(0,%) with ¥ as defined in
Appendix and let Y | X ~ N(X}3,1). In all cases p = 500 and there are 50 non-nulls with coefficients sampled

independently from Unif([—d, —§/2] U [0/2,4]) with 6 = 2. To create groups, we hierarchically cluster the features
using a single-linkage cutoff of ccorr.

4.6 Application to non-Gaussian designs

So far, we have focused on the case where X ~ N(0,X). Now, we consider the non-Gaussian case. To do
this, we first review two general methods of constructing knockoffs for non-Gaussian features.

First, (Candes et al.| (2018]) proposed an approximate second-order knockoff construction for the non-Gaussian
case. In particular, if X has mean zero and Cov(X) = 3, the authors considered picking an S-matrix and
sampling

X|X~N(X-XE718,25-55719). (16)
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This guarantees that the first two moments of X and X match, and moreover that Cov([X, X]) = G as in
the Gaussian case. These are not valid knockoffs and do not guarantee FDR control, but they may be fairly
robust in practice. Furthermore, second-order knockoffs only require knowledge of the first two moments of
X, as opposed to the joint density function. Candés et al. (2018) suggested setting S = Sspp in equation
. We will demonstrate below that Syvr and Syg are more powerful alternatives.

Second, the Metropolized knockoff sampler introduced in [Bates et al.| (2020) allows one to sample exact,
valid knockoffs for arbitrary distributions of X under the assumption that the unnormalized density ® of
X is known. Given an ordering of the features Xi,...,X,, the key idea is to sample Xj by taking a
step along a time-reversible Markov chain starting from X, such that £(X;|X_;, Xl:(j—l)) is the stationary
distribution of the chain. To accomplish this, Bates et al.| (2020]) employ a Metropolis—Hastings style proposal
and acceptance scheme to ensure the exact validity of the knockoffs. The authors suggested using Gaussian
covariance-guided proposals, where the Metropolis—Hastings proposals are sampled as second-order knockoffs
according to equation . In the following simulations, we will generate second-order proposals X* using
the MVR, ME, and SDP S-matrices and then compare their power.

We consider three types of non-Gaussian designs: a t-tailed Markov chain discussed in Bates et al.| (2020)
with and without correlated signals, a “block-equicorrelated” design where each block is independently t-
distributed with an equicorrelated covariance matrix, and a Gibbs measure on a d x d grid. In all cases,
the features differ substantially from the Gaussian case: for example, in the first two settings, we let our
t distributions have v = 3 degrees of freedom. See Appendix [F.7] for more details on the precise design
distributions as well as our knockoff generation mechanism for the “discrete grid” model.

In Figure we let Y | X ~ N (X3,1) with similar 8 as before (see the captions for details). We test
three types of feature statistics: lasso coefficient differences, ridge coefficient differences, and debiased lasso
(dlasso) coefficient differences (Javanmard and Montanari, |2014]).

We make two observations about these plots. First, the only difference between the second-order and
Metropolized knockoff procedures is that the Metropolized sampling procedure takes the second-order knock-
offs as proposals X* and sometimes rejects these knockofls, setting Xj = X in the case of a rejection. These
rejections increase the marginal correlations between X; and Xj, but outside of the Gibbs grid model, the
SDP-guided Metropolized knockoffs have more power than their second-order counterparts. We interpret
this as evidence that the reconstruction effect can still occur for non-Gaussian designs, and the Metropo-
lis rejections (inadvertently) correct for this effect by increasing the marginal feature-knockoff correlations.
Second, we observe that the MRC second-order knockoffs are substantially more powerful than their SDP
counterparts. For the Metropolized knockoff sampler, the MVR and ME proposals increase the power of
debiased lasso statistics while decreasing the power of the ridge statistics. The lasso power is fairly similar
between all three methods throughout. We present the corresponding FDR plot in Appendix

Lastly, a few other works have introduced methods to sample approximate knockoffs when the distribution
of X is unknown, using tools from the machine learning literature Romano et al.| (2018]); |[Jordon et al.
(2019). These constructions generally use pairwise dependency measures such as the MAC as part of their
optimization criteria, but we expect it to be straightforward to “plug in” the MRC objective criteria in place
of the MAC. For example, one could repeatedly resample X; | X_;, X to estimate Var(X; | X, X), although
we leave such details to future work.

5 Discussion

This paper identifies an important flaw in previous knockoff generation mechanisms, which reduces power by
allowing regression test statistics like the lasso to reconstruct non-null features using the other features and
knockoffs. To solve this problem, we introduced minimum reconstructability knockoffs, which substantially
increase the power of knockoffs for correlated designs. However, our work leaves several questions open for
future research.

One immediate question is how to construct exact MRC knockoffs for non-Gaussian designs. Our technique
in Section minimizes the reconstructability of the proposal knockoffs X* in the Metropolized knockoff
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sampling framework, but the actual knockoffs X may have different properties due to the complex acceptance
scheme of the sampler. Additionally, Huang and Janson| (2020)) introduced the idea of conditional knockoffs,
which enable FDR, control when the distribution of X is only known up to a parametric model. Constructing
conditional MRC knockoffs may be practically useful, but it is not obvious even how to define conditional
MRC knockoffs, with the exception of the Gaussian case, where conditional MRC knockoffs can be defined
analagously to fixed-X MRC knockoffs (see Section .

Interestingly, for discrete designs with finite support, computing the distribution of ME knockoffs corresponds
to a maximum entropy problem with linear constraints (see Appendix [E| for details). Such problems are
convex and well studied (Persson and Clarke, |1986; Boyd and Vandenberghe] 2004), but the number of
optimization variables and constraints grow exponentially with p, making the problem intractable. We
discuss three potential ways around this in Appendix[E] including using conditional independence properties
of X, restricting the class of feasible knockoff distributions, or finding approximate solutions, but further
study is needed.

Another interesting future direction would be to better understand the notion of reconstructability. For
example, we observed in Section [2| that the reconstruction effect gets worse when feature statistics can
reconstruct non-null features using sparse subsets of the other features and knockoffs. This can occur when
G is particularly low rank, but it can also occur when the eigenvectors of Gg corresponding to small
eigenvalues are (approximately) sparse. It may therefore be fruitful to incorporate the structure of the
eigenvectors of Gg into knockoff generation mechanisms. Alternatively, we have advocated minimizing two
specific measures of reconstructability, but we have not thoroughly investigated other possibilities. Further
analysis on this front may turn out to further improve power.
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A Proofs for Section [2

A.1 Proofs for the general reconstruction effect

In this section, we prove some general facts about the reconstruction effect, which we will apply to the
equicorrelated case in the following section. To start, we prove Lemma which shows that when X is
Gaussian, minimizing the MAC will often cause Gspp to be low rank.

Lemma Suppose X ~ N(0,%) and Amin(X) < 0.5. Then rank(Gspp) < 2p. Furthermore, if ¥ is
block-diagonal with b blocks, each with an eigenvalue below 0.5, then rank(Gspp) < 2p — b.

Proof. The eigenvalues of Ggpp are the eigenvalues of Sspp and 23X — Sgpp. The case where Apin(X) = 0.5
is trivial, as we can set Sspp = I, which implies 2X — Sgpp will have at least one eigenvalue that equals 0.

When Apin (X) < 0.5, assume for sake of contradiction that Ggpp is full rank, and thus A\pin (22 — Sspp) =
~ > 0. This implies 25 — Sspp — 71, = 0 as well. Represent Sspp = diag(s) and denote s* = min(s + v, 1),
where the minimum is taken element-wise over the vector.

By the previous argument, diag(s*) is a feasible S-matrix with lower mean absolute correlation than Sspp.
Therefore, Sspp cannot be the solution to the SDP. This is a contradiction and completes the proof of the
non-block-diagonal statement. The block-diagonal statement follows because when ¥ is block-diagonal, the
solution to the SDP is the SDP solution to each of the blocks (Barber and Candes| 2015)). O

Next we prove Theorem [2.3] which we very slightly restate to make it easier to apply in our later proofs. We

use ® to denote elementwise multiplication.

Theorem Suppose we can represent Y = f(g(Xy),X_s,U) for some set J C [p|, functions f and g,
and independent noise U ~ Unif(0,1). Equivalently, this means Y L X; | g(X;), X_;. Suppose a function
g* exists such that g(X ;) = g*(X ) holds almost surely. If Y* = f(¢*(Xs),X_s,U), then

([X, X],Y) 4 ([X, X]swapw,y*) and ([X, X},Y*) 4 ([X, X]swapu),y).

In particular, this implies

4

w(X,X],y) £ -1, 0 (w(X,X],y"))., (17)

which ensures P (w([X,X],y)j > O) +P (w([X,X],y*)j > O) <1.

Proof. Note that since [XJ,XJ] 4 [X_],X_]], 9(X;) = g*(X'J) also implies g(X'J) = ¢g*(X ). Thus, we can

rewrite

Y = f(g"(X), X5, U) = f(9(X)), X5, U).
This means that Y* | [X|, X}Swapu) Ly | [X, X] Since marginally [X, X]Swapu) 4 [X, X’}, this implies

4

([XvXLY) ([XvX]swap(J)aY*)'

The former equality holds for each ii.d. row (X,Y’) and therefore holds for the matrix versions X, X,y.
Since w is a function of [X, X],y and must obey the knockoff antisymmetry property, we obtain that

w([X’XLY) i w([X?X]swap(J)ay*) =-1, @w([X,X],y*).

For each j € J, this proves P (w([X7)~(],y)j > O) +P (w([X,X],y*)j > O) <1. O
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A.2 Simple proofs for block-equicorrelated Gaussian designs

In this section, we will prove Lemma and apply Theorem to the equicorrelated case. These will be
important tools for our later proof of Theorem

Lemma In the equicorrelated case when p > 0.5, let X be generated according to the SDP procedure.
Then Gspp has rank p+1, and X; + X; = X, + Xy, for all1 < j, k <p.

Proof. To find the solution for the SDP, we simply verify that Sspp = (2 — 2p) - I, by checking the KKT
conditions in Lemma [B:I] Then, we have

- by X —(2-2p)1
[X’ X] ~ N(O’ GSDP) for GSDP — o (2 B 2p)[p ( 5 p) p c RQPXQP.

First, we note that the eigenvalues of Ggpp are those of (2 —2p)I, and 23 — (2 —2p)I,. Note, however, that
Y= (1-p),+pl,1], 5025 — (2—2p)I, = 2,011,1;, which has a rank of 1. Since (2 — 2p)I, has full rank,

PTp>
this implies that Gspp has rank p + 1.

To show that X, + Xj remains constant over all 1 < j < p, denote the jth column of Ggpp as G;. Simple
arithmetic shows that Gj + Gj4, = 2p - 15,. This implies that if 4 € R? is the vector of all zeros except
ti, p+1 = 1 and pj, pjyp = —1, then ' Ggpp = 0 € R?P. If \/Ggspp is a symmetric square root of Ggpp,
this implies ;' v/Gspp = 0.

Now, let € ~ N(0, I5,). We may represent [X, X] ~ v/Gspp €. Using this representation, we conclude
Xl-l-Xl—Xj—Xj:/JT[X,X]NMT Gsppe = 0.
O
Corollary A.1. Suppose ¥ = blockdiag(X1,...,%s) and X is equicorrelated with correlation at least 0.5,

for 1 <k < /4. Let Dy, be the set of indices corresponding to block k. Then for all ji,js2 € Dy, X;, + X, =
X;, + X, if X are SDP knockoffs.

Proof. This follows directly from Lemma [2.2] since the solution to the SDP for a block-diagonal matrix is
simply the diagonal matrix composed of the solutions to the blocks 3q,...,%,. O

Corollary allows us to apply Theorem to the block-equicorrelated case. We define some notation
before doing this.

Definition A.1 (Negation Notation). For coefficients 8 € RP and J C [p], define Byeg(sy = —1703. For the
response variable Y = f(X,U), define Yyeg(s) = f(=1;0X,U), where © denotes elementwise multiplication.

Note that in the follow Corollary, Y,eg(s) corresponds to Y in the Theorem @

Corollary A.2. Let X ~ N(0,%) with ¥ = blockdiag(Xy, ..., %), where each Iy, is equicorrelated with
correlation pr > 0.5. Let Y = f(XB,U) and suppose we generate knockoffs X according to the SDP
procedure. Let J C [p] such that J is contained among a single equicorrelated block and ZjeJﬂj = 0. Then

4

w([X, X, y) £ =150 (0([X, X, Yoeg(n) )

which implies P (w([X,X],y)j > 0) +P (w([X7 X],ynegu))j > 0) <1.

Proof. Without loss of generality assume J = {1,...,|J|}. Corollary tells us that for j € J, X; =
X1 + X1 — X;. This implies that X;8; = 3., 8;(X1 + X1) — X;8; = —X,8;, where the last equality
follows because ZjEJ B;=0. Thjs satisfies the assumptions of Theorem sinceY L X; | X;8s,X_y and
we can reconstruct X yB; using X ;. Thus, if we set Yooy = f(=15 © XB,U) = f(X Bneg(s), U), Theorem
[2:3] yields the result. O

26



A.3 Proof of Theorem [2.4]

The proof for Theorem is presented below. Our first task is to strengthen the result of Corollary by
applying the permutation invariance assumption and considering the case where » jed B; = 0. Then, we will
prove our main technical theorem, Theorem [A-2] After that, we will prove Theorem [2.4] Throughout, we
will defer overly technical details to Appendix[B] In general, the value of universal constants ¢y, ¢1, Co, C1, Ca
may change by a constant from line to line.

The following proposition strengthens Corollary

Proposition A.1. Let X ~ N(0,%) for block-equicorrelated 3> with within-block correlations at least 0.5.
Let Y = f(XB + Co,U) for (o ~ N(0,08) and U ~ Unif(0,1), with U, y, X jointly independent. Suppose
we generate knockoffs X according to the SDP procedure and W = w( [X,X],y) is a permutation invariant
feature statistic. For any ji,j2 in the same equicorrelated block, assume |B;, + Bj,| < d € R. Then if
J = {j1,j2}, for a universal constant cy depending only on o3,

dTV([WJé’ Wqu-J]v [—le, _Wj27 W-J]) < CO\/Ed'
In particular, this implies
drv ([sign(sorted(Wy)), W_s], [ sign(sorted(W)), W_s]) < cov/nd,

where sorted(Wy) refer to Wy sorted in descending order of absolute value and sign(sorted(Wy)) are the
signs of the sorted W ;.

Proof. To begin with, we analyze the case where d = 0 and 5;, = —f3;,. Let o : [p] = [p] be the permutation
which swaps j; with jo but leaves all other indices constant. Then we observe B,ce(.y = (), so

Yneg(]) = f<X0-<6) + COa U) = f(U_1<X)6 + C07 U)

This implies that Yieg(r) | [X, X] Ly | [0(X),0(X)] (note that ¢ = ¢~'). Since X and therefore X are
exchangeable within a block, this implies

(X, X, Ynea(s) < (0(X),0(X), y)

which implies

w([X, X, Yaeg(s)) = w([0(X), o(X)],y) £ o(w([X, X],y)),

where the right-hand side follows from the permutation invariance of W. We now apply Corollary [A22] to
the term on the left-hand side to obtain

~1;0w(X,X],y) £ w([X,X], Yneg(s)) = o(w([X, X],y)). (18)

Now, we extend this analysis to the case where |3}, + (;,] = d > 0 using a total variation argument. Define
the vector 3’ € RP where

r_ Bk k 7é jl
B = ‘
_6]2 k= J1
so in particular 87 = —f; . Then let Y’ = f(Xj' + (o,U) and let ¢ € R™ denote the concatenation of all

Co. Since [X, X, X + (] are jointly multivariate Gaussian, it is simple to prove that
drv ([X, X, X6 + (), [X, X, X5 +¢]) < cov/nd

for some ¢y depending only on o2, which we show in Lemma Since y is a function of independent noise
and [X, X, X + (], and respectively for y’, this bound immediately implies

dTV([Xaxv}’]? [vaay/]) < CO\/ﬁd~ (19)
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Abbreviate w([X, X],y) as W and w([X,X],y’) as W’. Applying the triangle inequality, we obtain that

drv (Wi Wiy, Wogl, [= Wiy, =W;, W) =drv (W, =1, © o(W))
SdTv(VV, W’) + dTv(W/, —-1;06 U(W’)) + dTV(—].J ® O’(W’), -1;06 O'(W))

SCO\/Ed + 0+ Co\/ﬁd
where the last line follows from applying to the middle term and to the other two terms. The
proposition now follows if we reset ¢y to be twice its original value. O

The following corollary indicates that the conclusion of Proposition also holds conditionally with high
probability. Since it is a straightforward property of joint total variation, we defer its proof to Appendix
B.2]

Corollary A.3. In the same setting as above, let ay, s be constants such that oy - ag > coy/nd and let A
be some event in the sigma-algebra generated by [|sorted(Wy)|, W_s]. Then if P(A) > aq, we have that

dry ([sorted(Wy), W_;], [— sorted(W;), W_;] | A) < ag. (20)

Below, we prove our main technical theorem, of which Theorem is a corollary.

Theorem A.2. Let X ~ N(0,%) with ¥ = blockdiag(X1,...,%X,) where for all 1 < j < £, 3; is equicor-
related with correlation p; > 0.5. Suppose Y = f(XB + (o, U) for (o ~ N(0,02) and U ~ Unif(0,1) with
U, (o, X jointly independent. Let X be generated according to the SDP procedure and let W = w([X, X],y)
be a permutation invariant feature statistic. Suppose we use knockoffs to control the FDR at level ¢ < 0.1.

Fizb,m > 0. Suppose we can group the features into M disjoint pairs G1,. .., Gy such that if G = {j1, j2},
then X;,, X;, are in the same equicorrelated block and |B;, + B;,| < % This leaves M' = p—2M “singleton”
features which are not in any pair.

Let oy, an be constants such that aq - ag > C()T\/Eb. Assume that ap < 0.001 and M’ < 5%. Then there exist

universal constants Cv,Cs, C3 such that if T is the number of discoveries made by the procedure,

Ey (7] < C1M' + Cy
p =

+ C3as.

Proof. To start, relabel the features such that the “singleton” statistics are labelled W1, ..., Wy, We will
make the worst-case assumption that Wi,..., Wy = +oo. This assumption is permissible since it only
increases the number of discoveries made by the procedure, as formalized in Lemma Our proof now
proceeds in three steps.

Step 1: First, we reformulate the problem in terms of n = sign(sorted(W)) € {—1,1}?, since the power of
knockoffs depends only on the values of the random vector 17. We introduce some notation for this purpose.
For € € {—1,1}? and any k € N, let V,"(¢) be the number of positive 1’s at or before the kth element of e.
Formally,

Vii(e) =#{j <k:¢; =1}.
Note for k > p, V.7 (e) = V,} (€) since € only has p coordinates. This means that V. (€) is uniformly bounded
by p. We also observe that V, () is nondecreasing in k. Define

B k—=ViF(e)+1
(e) = max {k : —V:+(e) < q}

1<k<oco

= max {k:k<(1+qV(e)—1} < |(1+qp—1], (21)

1<k<oo

where by convention ¥ (e) = 0 if the set in the middle is empty. Intuitively, we can think of ¢(n) as a
reformulation of the data-dependent threshold in , where the knockoffs procedure selects all features in
sorted(WW) which appear before position ¥ (n) and have positive signs. This implies that 7 < (), as we
prove formally in Lemma[B.3] Furthermore, note that we let ¢ take values greater than p to ensure that the
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number of discoveries 7 is a deterministic function of 1 (n), which will be important in Step 3—see Lemma
for details. By the prior analysis, it suffices to show that

Ew,g[t(n)] < C1M' 4 Cy + Csanp.

We may decompose
[(+q)p—1]

¥(n) = Yo kL) =k), (22)
k=[(1+q)M'~1]
where we begin the sum at | (1 + ¢)M’ — 1] because we assume the first M’ coordinates of 7 correspond to

the singleton features and are guaranteed to be 1’s, so we must have that ¢(n) > |(1+q¢)M' —1]. If we
define

Ay ={ece{-11}P:9y(e) =k} n{e:Pgw(n=c¢) # 0}, (23)
then
[(1+q)p—1]
Eu,g [¥(n)] = > k-Pgw (n€Ay). (24)

k=[(1+q)M’'—1]

Step 2: In this step, we will show that IP (7 = ¢€) cannot be much larger than 2= for most € € {—1,1}?. The
2—M

comes because for each group j € [M], the conditional distribution of sorted(Wg,) given (W_g;, | sorted(Wg, )|)
is approximately symmetric with high probability (see Corollary |A.3]).

The main task of this section will be to introduce notation such that we can write the event 1 = € in terms
of the random variables sign(sorted(Wg,)). Note for the rest of this proof and Lemma (stated later),
we use ¢ and t to denote indices of sorted(W) and j to denote indices of the unsorted feature statistics W
or the pairs G;. In other words, ¢,¢ mean “post-sorting,” and j means “pre-sorting.”

This step is the most conceptually challenging, so we will divide it into four sub-steps. Our notation will
explicitly account for the singleton statistics, but we advise the reader to focus on the non-singleton statistics.

Step 2a: First, we will define a random vector R = (R1,...,Rp) € {0,..., M}P. Intuitively, for 1 <i <p, R;
takes the (post-sorting) feature statistic sorted(W); and tells us which (pre-sorting) pair G; it came from.
Formally, we define

R - j sorted(W); came from pair G;
‘ 0 sorted(WW); corresponds to a singleton statistic.

As an example, fix p = 7 and suppose the pairs are G; = {1,2}, Gy = {3,4}, G5 = {5,6}, and the Tth feature
statistic is a singleton statistic (which we assume equals +00). Then suppose we observe

W = (Wh Wao, W3, Wy, Ws, W, W7) = (137 5,0,—1.5,—2,—-2.3, +OO) (25)
By the definition of our sorting function, this implies that
sorted(W) = (400, 5, —2.3, -2, —1.5,1.3,0). (26)

The first sorted coordinate sorted(WW); = 400 corresponds to the unsorted feature statistic W7, which is a
singleton statistic. Thus, Ry = 0. The second sorted coordinate sorted(W)s = 5 corresponds to the unsorted
feature statistic W5 which belongs to pair G, so we set R = 1. Continuing on, we find that

R=1(0,1,3,3,2,1,2). (27)

In general, the first M’ coordinates of R will equal zero, since the M’ singleton statistics equal +o0o and make
up the first M’ coordinates of sorted(W). However, the important information contained by R is captured by
the last p— M’ coordinates, which allow us to convert between sorted(W); and the groupings W, . Crucially,
R does not contain any information about the within-pair rankings of feature statistics, and thus R is in
the sigma-algebra generated by {| sorted(WGj)|}jI‘/i1. This is important, since it means that sorted(Wg;) is
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approximately symmetric conditional on R—recall that Corollary tells us sorted(Wg; ) is approximately
symmetric when we condition on |sorted(Wg,)| and W_¢,, but not necessarily if we condition on [Wg,|.

Step 2b: The random vector R tells us for each i that sorted(WW); corresponds to one of the two elements of
sorted(W¢ R, ), since G, denotes the pair appearing at position ¢ in sorted (W), and Wg r, denotes the feature
statistics belonging to that pair. However, we do not know which of the two elements in sorted(Wg, ) €
R? correspond to sorted(W);. To fill this notational gap, we will introduce the random vector N(R) =
(N1(R), ..., Np(R)) € {1,2}? such that sorted(W); = sorted(Wap )N, (r)-

To do this, we note that both sorted(W) and sorted(Wg, ) sort feature statistics in descending order of
absolute value. For this reason, if G; = {ji1, j2}, then W}, will appear before W, in sorted(Wg;) if and only
if Wj, appears before W, in sorted(W'). Therefore, we can define N;(R) as follows for 1 < ¢ < p:

0 sorted(W); corresponds to a singleton statistic
N;(R) =41 sorted(W),; appears before the other member of its pair in sorted(W)
2 sorted(W); appears after the other member of its pair in sorted(W).

This guarantees that sorted(W); = sorted(We,, )n,(r) for each M’ +1 <4 < p. More importantly, we
have defined N(R) such that it is a deterministic function of R, meaning that W, should be approximately
symmetric even conditional on N(R).

As a concrete example, recall equations , , and . To find N3(R), we note that Rz = 3, meaning
that sorted(W)s comes from G3. Since no previous coordinate of R equals 3, we conclude N3(R) = 1. On
the other hand, to find N4(R), we note Ry = 3 as well, meaning sorted(W), also comes from Gj5. Since
sorted(W)4 is not the first coordinate of sorted(W) to come from pair G, we set Ny(R) = 2. Continuing,
we get that

N(R) = (0,1,1,2,1,2,2). (28)

As always, the 0 in N(R) signals the presence of a (nonrandom) singleton statistic.

Step 2¢c: We are now ready to write the event 7 = ¢ in terms of {Sign(sorted(WGj))}j]\/i1 and R. Let
e € {—1,1}? such that ¢, = 1 for 1 < t < M’. Recall that our notation guarantees that sorted(W); =
sorted(Weap, )n,(r)- Thus, the following events are equivalent:

p
sign(sorted(W)) = ¢ & m sign(sorted(Wey, ) vy (r) = €
i=M'+1

This motivates the following decomposition by the chain-rule of conditional probability. Define probabilities

p(r)=P(R=r),
1—1
pleileqr41yi—1),m) =P | sign(sorted(We, ))n,y =€ | (] sign(sorted(We,, )y, =€, R=7 |,
t=M"+1

(29)
where we also adopt the convention that for all 7, p(ei|6(M/+1):(i,1),7°) =Q0unless ¢, =1 for1 <t < M,
since the first M’ statistics in sorted(W) correspond to the (positive) singleton statistics. Note also that in
the previous statement, we define i : ¢t to be the empty set when ¢ > t. Now, by the law of total probability
and the chain-rule of conditional probability,

Pin=e)= > p(r) I pleleqsni-1,m), (30)

r:p(r)>0 i=M'+1

where again, the product begins at M’ + 1 because we assume the first M’ values correspond to the singleton
statistics.
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Intuitively, we should expect to have a value which does not substantially exceed 27™. To see
this, imagine iterating through p(e;|€(as41):(i—1),7) as we increment i from M’ + 1 to p. For any i, if
sorted(W); corresponds to a group we have not seen before—meaning N;(r) = 1—then we should expect
p(eilearry1):(i-1),7) =~ 1/2 since sorted(We,, ) is approximately symmetric. Slightly more formally, this
holds because when N;(r) = 1, we are only conditioning on R and the signs of the other groups, both of
which are contained in the sigma-algebra generated by {|sorted(Wg, )|, W_g,. }, in accordance with Corol-
lary On the other hand, when we consider an ¢ such that N;(r) = 2, we can only trivially upper
bound p(e;le(arr41):(i—1),7) by 1, since we are conditioning on the sign of sorted(Wg,, )1, which violates the
assumption of Corollary [A-3]

To formalize this idea, we need one final piece of notation, which we define in Step 2d.

Step 2d: The vector R allows us to convert from sorted coordinates ¢ into unsorted groups G;. The random

vector C(R) € [p|™ will do (approximately) the inverse. We define C(R) elementwise, such that for j € [M],
C;(R) equals the coordinate of the first element of pair G; in sorted(IV). In the example from equations

, , , we would have that

C(R) = (2,5,3).

For example, C1(R) = 2 because pair j = 1 appears for the first time in sorted(WW) at coordinate i = 2.
In particular, C;(R) = i guarantees that sorted(W); corresponds to pair G; and N;(R) = 1. With this in
mind, we can state our main Lemma for Step 2.

Lemma A.3. Let oy, ap be constants such that ayag > COT‘/%. Foranyl < j <M and forany A C {—1,1}?,

ax > > p(r)I(plec, mlerriy(cim-1):7) > 0.5+ ar) 11 p(€ilearr+1):i-1),7)-  (31)
e€EA r:p(r)>0 i#C;(r),i>M'+1

Proof. We defer the proof to Appendix [B.4] for brevity, but note that this follows directly from Corollary
[A73] See the preceding logic for intuition. O

Intuitively, C;(r) singles out the first term in the conditional decomposition of P(n = €) corresponding to
G;, and indicates that this term p(ec; (r)|€(ar41):(c; (r)—1)» ) & 1/2 with high probability. Slightly more
formally, we could capture this idea by stating that

P ((n,R) € {(e,7) : plec,(r)l e +1y:(c;(r)—1):7) > 0.5 4 a1 })
is quite small.

Step 3: In this step, we combine Steps 1 and 2 to prove the final result. Combining equation and
equation 7 we obtain

L(1+q)p—1] P
Euw,g[(n)] = Z k Z p(r) H pleiler+1y:ii-1),7)-
k=[(14q)M’'—1] 7r:p(r)>0e€Ax i=M'+1

For convenience of notation, we define

p

plelr) = [I plelearina-1y,r) =Pn=c|R=r) (32)
i=M'+1

and

M
n(e,r) = Z]I (p('ij(r)|€(M/+1):(Cj(r)71)a r) > 0.5+ 041) .
j=1

Intuitively, n(e,r) counts the number of pairs G; which violate the (unconditional) total variation bound
from Proposition [A-T] by more than «; in each conditional decomposition.
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Note that Lemma guarantees that because the sets {A;} are disjoint, for each pair 1 < j < M, we have

1 1
L +§f : Z Z (p(ecj(r)\€(Mf+1):(cj(r)—1),7") > 0.5+ ) oy (33)

k=|(1+q)M’—1] e€Ay, rip(r)>0 plec;(nleart1y:c; ) -1):7) B

The definition of Ay explicitly guarantees the denominator in the above expression is nonzero. Moreover,
since p(ECj(r)|€(]\/I’+1):(Cj(r)71)7r) < 1, this implies

[(14q)p—1]

Z Z Z ) (p(ec, (€ 1):c;(m-1):7) = 0.5+ o) < as,

k=[(14q)M’—1] e€Ag r:p(r)>0

and since this holds for all 1 < j < M, we sum over j to obtain

L(1+q)p—1] M
M- az > > DD pmwlelr) > T (plec, ey, m-1)r) > 0.5+ ax)
k=[(14+q)M’'—1] e€Ar rip(r)>0 Jj=1
L(1+q)p—1]

=Y > > prplelr)n(e,r) (34)

k=|(14q)M’'—1] €Ay r:p(r)>0
by the definition of n(e,r). Using this notation, we want to bound

[(1+q)p—1]

Ew gl (n)] = Yoo kY>> pr)p(er). (35)

k=[(14q)M’—1] 7:p(r)>0e€A

Fix ¢y € N such that £y > 200. The main idea will be to split the sum in into the two parts defined

below:
mink, p) mink, p)
to o '
Intuitively, Uy (r) denotes the set of € such that in the conditional decomposition of P (n = ¢|R = r) as defined

by (32]), many of the conditional probabilities in the product deviate substantially from 0.5. However, Lemma

tells us that the overall probability assigned to this set must be fairly low. In contrast, UA];[(T) contains

Un(r) = {e € At nle,r) > } and Ug(r) = {e € A i nle,r) <

a very large number of €, but the probability that n equals any € € UZ(r) is approximately 2
Applying this decomposition, we have

L(1+g)p—1]
Ew,glt(n)] = > k p(r) | D plelr)+ D plelr)| - (36)

k=|(14q)M’'—=1] r:p(r)>0 e€Ug(r) ecUg(r)

We will bound the two terms in separately. First, we consider the set Ug(r). In this set, n(e, r) is fairly
large, which intuitively indicates that many of the sign(sorted(Wg,)) differ in conditional total variation
from —sign(sorted(Wg,)) conditional on the values of the other groups. We can bound this term fairly
quickly using . In particular, we have guaranteed that (1 + q) - o - n(e,r) > (1 + ¢) min(k,p) > k for
€ € Ug(r). Applying (34), this implies,

[(1+g)p—1]

(1+q)loMag > (1+q)€ > S el n(e,r)

=|(14+q)M’—1] r:p(r)>0 eEAy
L(1+q)p—1]

>y > > Ep(r)p(elr).

k=|(14+q)M’'—1] r:p(r)>0 e€Uy (1)
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Together with , this implies

l(+g9)p—1]
Ewglt(n)] < (1+q)loMas + Yoo kY ) Y plen). (37)
k=|(14+q)M’'—1] 7r:p(r)>0 ecUg(r)

To bound the term including Uf(r), we note n(e, r) is fairly small for each e € Uf(r). This means that most of
the conditional distributions of sign(sorted(Wg,)) do not differ too much from those of — sign(sorted(W_g,)).
With some effort, we will be able to compare this sum to a geometric series to show it is bounded by a linear
function of M.

The key intuition is as follows. For any group ranking r : p(r) > 0, the first k coordinates of sorted(W)
must contain elements from at least (k — M’)/2 unique pairs. In particular, this means it contains at least
(k — M')/2 feature statistics which appear “first” in their pair, i.e., have a larger absolute value than the
other feature statistic in their pair. For any e € Uf(r), we know that in the conditional decomposition of
p(e|r), all but at most %j’p) of the groups G; are mostly symmetric conditional on |sorted(Wg, )| and the
values of W_g,. This means that in the conditional decomposition of p(e|r), the first & terms in the product

/ mingk.p)
should yield a value less than (0.5 + al)(ka /2=

the number of distinct values that €;1.; can take.

. Then, using the definition of Ay, we will bound

To formalize this intuition, for k& < p, define L{(r) as the possible values ;. can take for € € Ug(r), i.e.,
L (r) = {erp e € US(r)} € {—1,1}".

For k > p, we define L§(r) = Uf(r), since in this case € has only p < k coordinates. Observe by definition of
p(elr), when k < p,

dopldr)= > Pn=e|R=r)

ecUL(r) ecUg(r)

Y Plpw=en|R=r)

ek €L ()

k
Z H pleilear+1):i—1),7)-

€1k €L (r) i=M'+1

IN

Of course, the same logic applies when k > p as long as we are careful to remember that 7 and € only have
p coordinates. This implies that for any k,

min(k,p)
> e 3 I wlelearine) (38)
ecUg(r) e€L§(r) i=M'+1

where we are abusing notation slightly in the last equation, since any € € L (r) is an element of {—1, 1}“‘“1(’”’).
Now, consider the product in (38). When k > M’, there must be min(k,p) — M’ terms corresponding to
non-singleton feature statistics, and at least (min(k,p) — M’)/2 of these correspond to the first sign from
one of the groups. However, by the definition of Ug(r), at most min(k,p)/¢y of these terms can be greater
than 0.5 4+ a;. This implies

Z plelr) < |LE(r)|(0.5 + ay ) (mintkp) =M /2=min(k.p) /b
ecUg(r)

Note that for every e € UZ(r), however, we must have that ¢(e) = k since Ug(r) C Aj. By the definition of 1,
this implies that V," (¢) = [’”1—‘ Brleﬂy, this must hold because if V, ' (€) were any larger, then ¢(e) > k+1,
Vi (9+
@

but if V]j(e) were any smaller, then = L> q, contradicting the definition of ). We prove this formally
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in Lemma Combining this constraint with the fact that the first M’ coordinates of ¢ must equal one,
this means that for k > (1 + q)M’, we have

|LE(r)| < #{e1p e € {—1,1}F and ¥(e) = k} < (min(k,p) - M’>’

k+1
g — M

where the binomial coefficient results from the fact that there are min(k,p) — M’ free coordinates of €, of

which HT*H — M’ must equal one.

For an arbitrary constant Cy > (1 + ¢), the previous logic yields the following bound:

min(k,p)
[

L4 @)p-1] [(1+a)p—1]
Y.k pr) S pen <com+ Y kS b)) 3 plelr)
k=[(14+q)M’'—1] 7r:p(r)>0 ecUg(r) k=Co M’ rip(r)>0 c€Us(r)
[(1+q)p— 1J ’ . ’
min If M min(k,p)—M"
SCHTED YN DI (vl [CE RS
k=CoM’  r:p(r)>0 |—1+q-| M

“0

[(1+q)p—1] : /
SCOM/ + Z k- (mln(kvp) - M> . (0'5+al)(min(k,p)7M/)/27min(k7p)/50.

"M — M

k=CoM’ 1+q

(39)
The main idea is now to approximate the binomial term as an exponential term that can be dominated by
the exponential term. This allows us to simplify and bound it by a linear function of M’.
Lemma A.4. For sufficiently large Cy and some universal constants Cy, Cs,

mg%ﬂk<thm—M’

e -

> . (05 + al)(min(k,p)—M’)/2—min(k,p)/l0 < ClM/ 0.
1+q

k=CoM'

Note we use the assumptions that M’ < 5ﬁ ly > 200, a; < 0.001, and ¢ < 0.1.
Proof. Although this argument is fairly simple, it is quite tedious, so we prove it in Appendix [B-4] O

Combining this with 7 we conclude that

L(1+q)p—1]
Ewglt(n)] <1+ q)loMas + > EY o op(r) > plelr)
k=|(14q)M’'—1] r:p(r)>0 ecUg(r)
< (1 + q)éoMag + ClM/ + Cy
< (14 g)lopaz + CLM' + Co, (40)

where the last line follows because M is the number of groups, so M < p. This implies that

]Ewﬂ[’r] ClM/
p

Power(w, 8) =

IN

C.
+ (14 q)loas + -2
p
as desired. O

Now we can prove Theorem
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Corollary A.4 (Theorem . Let X be a block-equicorrelated Gaussian design with ¢ blocks of equal size
and within-block correlations of at least 0.5. Assume Y | X follows a noisy single-index model and let W be
the class of all permutation invariant feature statistic functions. Suppose we aim to control the FDR at level
q < 0.1 using SDP knockoffs.

Sample ™) uniformly from C b, the p-dimensional hypercube centered at O with fized side-length b. Let n be

the number of data points and suppose there exists some € > 0 such that n = o ((Z)2 25) Further assume

Z—o(log”/ ) Then as n,p — oo, for any § > 0,

lim Pgyc,, (sup Power(ﬁ(”LW) > 5) =0.
o0 To\wew

n—

Proof. Note each coefficient 63(»") is sampled independently and uniformly from (—b,b). To construct pairs of
approximately alternating signs, as in Theorem fix an integer m € N and let Dy be the set of features
in the kth equicorrelated block of (™). Define buckets {Bji}for1 <j<m,1<k</{ as follows:

. i —1 n b
B ={iep: Ul < < 2204 (41)

Furthermore, define B;.fk = {z €DBj: 52-(71) > O} and B;k = {1 €DBj: BZ-(") < O}. For each bucket B,

we can create min (‘B;'k‘ , ‘Bﬂ_’“’> pairs of coefficients such that the sum of each pair is less than %. Using

this bucketing, we have M’ singleton features where

YA m
M= p 230> min(|Bf, By

k=1j=1

Now, we are ready to show that Pz c, , (SUPyep Power (™), W) > §) is bounded by the probability that
M’ is larger than 0, , p - p, for 8, m p defined in a moment. Note that for the rest of this proof, we use P as
a shorthand for P5<n>~cp ,- Using the notation of Theorem if we set

2000co+/nb
g = ———
m

and we set a; = 0.0005 < 0.001, then there are constants Cp, Co, C3 such that

Ci M’ b
sup Power(w, 3™) < GM + G +Cy - ﬁ
wew p m

Note that we obtain the “sup” in the preceding equation because Theorem holds uniformly over all
w € W. Now, the event sup,, ¢y Power(w, B™) > § implies that

CiM'+C b
0 < sup Power(w,ﬁ(")) < Gl +C2 +Cs - \F
weW p

which implies

Ml <(5 03 f) CQ
01 m

Define 6y m,» to be this quantity divided by 2p, i.e.,

1 Wi G
6p7m7nm(5c3'm).
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For now, assume that d, ., > 0: we will show that this holds for a carefully chosen m and sufficiently large
p later. By the preceding argument, we have that

P (sup Power(w, 8™) > 5) <P (M > 20pmnp) - (42)
weWw
In Appendix we apply concentration inequalities to prove that for any § > 0 and for K such that
mK < 7,
P (M’ > 26p) < 20mexp(—02K) + mexp (—%) . (43)
m
As a result,
P <sup Power(w, 8™) > 5) < 20mexp(—d2, oK) + mexp (—L) . (44)
weW T 5¢m

For sufficiently large p, we may choose m such that §p ., > 6/(4C1). This corresponds to choosing

n=|(3- %) cval.

Note when p > (4C3)/d, we have that /2 — Cy/p > §/4, so

m < 4C’3b\/ﬁ'
- )
These two computations yield

N 52 e N 5p
(n)y > < 3 _ 3 _ £
g (S’lelvpv Power(w, ) 2 5) S T ( TTeche ) L T TN SV

2

< O (tv/n) exp (120%1() +0 (0y/n) exp < o > .

4Csb - 6\/n

At this point, we use the assumption that for some 0 < ¢ < 1, n = o ((%)2726) which implies /n =

o((2) ). Let K = (), s0 Km = O (yn(2)°) = o(2). This satisfies the constraint Km < & for
7 ; ; ; 5

sufficiently large p, which allows us to substitute (%)6 for K and rewrite the constant terms to conclude

P (sup Power(wﬁ(")) > 5) <0 (E\/ﬁ) exp (—co (B)E) + 0 (f\/ﬁ) exp (—cl

weW 14

)

for positive ¢y and ¢;. We can use the condition on n to bound this by

P <sup Power(w,ﬂ(”)) > 5) <o (Zeplfe) exp (fco (2)6) +o0 (Eeplff) exp (fcl (E)e) ) (45)

weW 14 14

To show that vanishes, we use the assumption that £ = o ( ), which implies £ = o (W) for

_p
log!/<(p)
any fixed d > 0. Now, to analyze the right-hand term, note that & = (logl/e(pal))7 so exp (—c1 (%)6) =
o(p~©?%). For large enough d, p~*¢ dominates the ¢°p'~¢ term, since £*p'~¢ < p?. This means that the
right-hand term in (45)) vanishes. The left-hand term vanishes by the same logic if we replace ¢; with c¢o.
Thus, the bound in (45]) vanishes, proving the theorem. O

A.4 Proof of Proposition 2.1

Below, we restate Proposition [2.I)and prove a slightly more specific result, from which the original statement
follows.
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Proposition Suppose X ~ N(0,X) for equicorrelated 3 with correlation p > 0.5, and let Y | X ~
N(XB,0%) withn > 2p andy < 2—2p. Let S = I, and let 3% € R? be OLS coefficients fit on [X,X],y.
Then

P

Alex AHlex 2p 2p
D (B =82 -8 | < == 10

j=1

where v =1 — v is the MAC. Since v,v € (0,1), this is increasing in v.

Proof. Note that because ¥ = /)11,1;,r + (1 — p)I,, we can represent

G = [ pLly + (1 =p)p  pll) + (1 —p=)p

= ployl, + A,
Plplz + (A =p=71 Plp1; + (1 =p) } Pron oy

where

Ao [ (1= P, (1—7—0)11)] .

(I=v=p)p (1=p)
It is straightforward to check that if we set ¢; = % (2—21,;—7 + %) and co = % (ﬁ — %), then A=! =
[Cle c2lp } . Using the Sherman—Morrison inversion formula, we set
CQIp Cllp
CAT11,,15 ATE
Ggl=A"1— p 2p=2p = A7" — 315,15, for some c3 € R. (46)

1+p-15A711],

Now we are ready to analyze the estimation error in the theorem statement. We concatenate 8 and 0 € R?
to obtain S(e**) = (B,0). Since (=Y are OLS coefficients, we see that conditional on [X, X],

Blest) — 50 | X, X] ~ N (0,0%(1X, X]TIX, X))
Since [X, X] is Gaussian, we know that E (([X, X]T[X,X])*l) oc G5! and therefore for all 1 < j < p,

E[(B) = 817 — 8% o< (G515 + (G5 Vitpsar — 2G5 j4p

Combining this with equation (46]), we note the c3 constants cancel to yield that

Alex Alex 2
E (3™ = %)~ 51)?) o< 20 22 = .

Summing over 1 < j < p proves the theorem. O

A.5 Discussion of assumptions on ¢ and the coefficient distribution

Recall from Section and Proposition that for equicorrelated designs with p > 0.5, if 5; + 8, =~ 0, a
feature statistic like the lasso will be (approximately) equally likely to set W;, Wi, = f;, Bi or alternatively
W;, Wy = —fk, —f;. This observation indicates that we probably do not need the number of positive and
negative signs in 3 to balance exactly, nor do we need g < 0.1. To see why, for simplicity, consider the case
where 3 has coefficients with a constant absolute value with p™ positive coefficients, p~ negative coefficients,
and no null features. Assume without loss of generality that p™ > p~.

In this setting, the lasso will have p~ opportunities to accidentally flip the sign of a pair of coefficients with
alternating signs with probability % Heuristically, this means that we should expect % of the signs
of the non-null W to be negative, even though all of the feature statistics should have roughly the same
absolute value (see Proposition . In the knockoffs procedure, however, we can only reject any features

at all if there is some set of features with high absolute values such that a proportion greater than %_i_q of
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Equicorrelated Design with Varied FDR Control
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Figure 11: This figure empirical validates the informal conjecture from Appendix We let the design X be
correlated with correlation p = 0.6, Y ~ N(X3,1), with n = 2000 and p = 500. B3 has 250 non-null values
with coefficient magnitudes sampled from Unif(2.5,5) and signs sampled from Bern(ppos). We use lasso coefficient
differences as our feature statistics. The dotted black lines are the conjectured minimum g-values.

them have positive signs, where ¢ is the targeted level of FDR control. Heuristically, this suggests that the

+
. . _ P 1
lasso will only have power if pyos = s Trg

We confirm this informal conjecture in Figure and we see that knockoffs have nearly zero power when
DPpos < ﬁ even though the non-null coefficients do not have a constant absolute value. The exception is

that when ppos = 0.5 and ¢ > 0.75, where knockoffs have up to 50% power. This behavior is not unexpected,
however, since our analysis is asymptotic and p and n may need to be large for our conjecture to hold when

q is close to 1. For example, when ¢ = 0.9, the procedure will select every feature with a positive feature

statistic as long as ﬁq ~ 52.6% of the feature statistics are positive. This will happen fairly frequently unless

n and p are quite large, even under the global null, where the signs of the feature statistics are independent
and perfectly symmetric. Despite this, note that in all cases, the power of SDP knockoffs when ppos = 0.5 is
much less than ¢, meaning that SDP knockoffs still always have trivial power.

B Technical proofs for Theorem (2.4

In this section, we prove some of the technical lemmas used in Appendix [A]

B.1 Verifying the SDP solution for equicorrelated Gaussian designs

Lemma B.1. Suppose X ~ N(0,X) where 3 is an equicorrelated correlation matriz with correlation p > 0.5.
Then SSDP = (2 - 2,0) : Ip.

Proof. Recall that
Sspp = diag(sspp),

where sgpp € RP is the solution to the semidefinite program:

Sspp = arg grgﬁ@r}lj [|1— sl s.t. s; > 0 for each j € [p] and diag(s) = 23.

We can rewrite this in a standardized dual form, as below:

2%

P
5 = arg maxz s;jst. |0
j=1 0

o OO

0
ol =
I

p
SjAj E 0,
P J=l1
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where A; € R3P*3P is zero everywhere except A;; = Agpijopt; = 1 and Apijp+; = —1. This means that

P 2% 0 0 diag(s) 0 0
s = arg maxz sjst. |0 0 0 — 0 —diag(s) 0 = 0.
j=1 0 0 I, 0 0 diag(s)

Since a block matrix is positive semidefinite if and only if its blocks are, this constraint guarantees that
2% — diag(s) = 0 and also that 0 < diag(s) < I),.

This is the dual form of the corresponding primal SDP below:

2> 0 0
minimize 0 0 OfeK
0 0 I,
st. AjeK =1 foralll1<j<p
K >0,

where K € R3*3P and for any matrix D, D ¢ K = >i; DijKi; = tr(DK). At this point, for p > 0.5, we
define
s=(2-2) 1,

1 p
M=——— 1,1 + 2] € RP*P
p—1 perp—lp6 ’
M 0 0
K=1]0 0 0},
0 0 0

which guarantees that K is positive semi-definite. Note s is a feasible solution to the dual problem because
(i) each s; =2 —2p < 1 when p > 0.5 and (ii) Amin(X) = 1 — p (see Lemma [2.2), so 0 < diag(s) < 23.
Similarly, A; e K = 1 by construction of K and definition of A; for each j, so K is a feasible solution as well.
Finally, we note that the duality gap is zero, as

p

D si=02-2p)p

j=1
and similarly

2%
0
0

o O O

0
1

0| ek=2 > EijMijzzp_ﬁ.p.(p_n.(zp):(2—2p).p7

I

» 1<4,5<p

where the 2p term comes from the diagonals of M and the second term comes from the p- (p—1) off-diagonal
elements of M. Since the dual gap is zero, the optimal solution for s is (2 — 2p) - 1,,, which proves that
Sspp = (2 —2p) - 1. 0

B.2 Proof of Corollary

In Proposition we proved that for block-equicorrelated Gaussian designs with correlations greater than
0.5 and a single-index response model, if J = {j1,72} C [p] lie in the same equicorrelated block and |3;, +
Bj,| < d, then if we apply a permutation invariant w to SDP knockoffs,

drv ([sign(sorted(Wy)), W_;], [— sign(sorted(W)), W_;]) < cov/nd.

Now, we prove Corollary [AZ3] which extends this result to apply conditionally.
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Theorem B.2 (Corollary [A.3]). In the same setting as Proposition let aq, ap be constants such that
ag - ag > coy/nd and let A be some event in the sigma-algebra generated by [|sorted(Wy)|,W_s]. Then if
P(A) > az, we have that

drvy ([sorted(Wy), W_j], [—sorted(W;), W_;] | A) < a. (47)

Proof. Suppose for the sake of contradiction that equation fails to hold and that P(A) > «s. Then there
must be some set B; such that if we define

It (W) = {[sorted(W;),W.;] € By} and I~ (W) = {[—sorted(W), W.;] € B},

then we have
P(IT(W) [ A) =PI~ (W) [ A) > .

By the definition of conditional probability, this means that
PIT(W)NA) —PUI(W)NA) >a;-P(A) > a; - az > cpv/nd.
Since A is in the sigma-algebra generated by [| sorted(Wy)|, W_;], there is a measurable set By such that
{[sorted(Wy), W_;] € By} = {[—sorted(W;), W._;] € By} = A.

Applying this equivalence and the definitions of I (W), I~ (W), we obtain a violation of the marginal total
variation bound in Proposition [A:T}

P([sorted(W,),W_;] € By N By) — P([—sorted(W), W.;] € By N By) > co\/nd.

B.3 Basic properties of the knockoff filter

In this section we prove two simple lemmas about 1) and the knockoff filter. As a quick reminder, recall that
for any € € {—1,1}? and any k € N, we define V, () to count the number of ones in the first k coordinates
of e. More precisely,

Vi) =#{j <k:ej =1}
Furthermore, as in (21)), we define 1(¢) as follows:

k— V,:r(e) +1
TAID <q}

¥(e) = max {k:

1<k<oo
As discussed in the proof of Theorem [2.4] intuitively ¢ is a reformulation of the knockoff data-dependent
threshold T', such that the threshold depends only on the signs of the sorted feature statistics W. Indeed,

the next lemma tells us that the number of discoveries made by the knockoffs procedure is a deterministic,
increasing function of 1 (sign(sorted(W))).

Lemma B.3. Let W be feature statistics generated by any knockoff procedure in any setting, and let n =
sign(sorted(W)) be the signs of the sorted feature statistics sorted by absolute value in descending order. Let
7 be the number of discoveries of this procedure. Then when T > 0:

1
r= M < v (45)
Moreover, let € € {—1,1}P such that ¢¥(e) =k > 0. Then
E+1
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Proof. First we prove ([d9). If ¢(e) = k, then

k+1
<q = V/:F(G)Z%

LS

by the definition of ¥. As a result, to show , it suffices to show that V,:' (6) < ’%{21 Suppose for the sake
of contradiction that V,*(e) > ’%‘2. This implies that

_ oyt
koVio+2
V(o)
Since Vk++1(€) > V,t(e), this implies that

E+1-V[] 1 Fle) —
Vk+1(5) Vi (5)

where we are using the fact that (k — V,"(e) +2)/V, (¢) is decreasing in V" (€). However, by definition of ¢,
this implies that 1 (e) > k + 1. This is a contradiction, since we assumed ¥(e) = k. Thus must hold.

Now we prove . In the knockoffs procedure, to control the FDR at level ¢, we define the data-dependent
threshold 40w Wil 1
J:W; < —[Wilj +
{|WZ| : —! SQ}\{O}
#{d: W, = [Wil}

and then we reject the null for features {j : W; > T'}. Without loss of generality assume W is sorted by
absolute value, e.g. |Wi| > |[Wa| > ...|W,|, since neither ¢(n) nor T depends on the initial order of the
feature statistics. Then note that because n = sign(W),

{G:W; 2T} ={j <+(n) :n; =1}

T = min
1<i<p

This implies that 7 = sz_(n) (1), since both procedures accept all of the positive feature statistics between 1
and (). By (49), we conclude that

r= Vi = | A < uio,

O

Lemma B.4. Consider an arbitrary set of feature statistics W = Wi,..., Wy, ..., W,. Define W* =
Wi, ..., Wy such that for a fized t € [p],

jed{l,...,t
we— ] { }
W; else

Let T(W) and 7(W™*) be the number of discoveries made according to the knockoff procedure when applied to
W and W*. Then (W) < 7(W*).

Proof. Let n = sign(sorted(W)) and n* = sign(sorted(W*)). In Lemma we proved that the number of
discoveries is fully determined by and increasing in ¢(n). Therefore it suffices to show () < ¥(n*). By
definition of 1, we can show this by showing that for all k, V;." (n*) >V, (). To see this, note by definition of
the sort function that since the absolute values of W7, ..., W} are infinite and all of their signs are positive,
we must have that n* = [1,, sign(sorted(W;41.,)]. This implies that switching from W to W* can only add
positive signs to the first k£ elements of the path, for any k, since any feature statistic it swaps out is replaced
with a positive sign. Therefore Vi (n*) > V" (n) for all k. O
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B.4 Computations from Theorem

In this section, we prove Lemmas and[A74] Before doing so, it may be helpful to recall some context from
Theorem In Theorem we grouped the coordinates of W into M’ “singleton statistics” and M pairs
(so M'+2M = p). We denote the pairs G, ..., Gy, and we constructed them such that if ji, jo € G, then
185, —Bja| < %, where b is the maximum absolute value of any coeflicient in the single-index model and m > 0
is an arbitrary natural number. We showed earlier in Corollary that sorted(Wg,) has an approximately
symmetric distribution, even conditional on |sorted(Wg,)| and W_g,. The purpose of Lemma is to
convert this result into a result that will help us show that P (sign(sorted(W)) = €) cannot stray above 2~
for too many € € {—1,1}?, where the 2% comes because there are M approximately symmetric pairs of
feature statistics.

Lastly, for Lemma [A73] it will be necessary to recall the notation introduced in step 2 of Theorem 2.4] As
a brief but incomplete refresher, we let n = sign(sorted(W)), and we defined R to be the random vector
which takes a coordinate 7; of the sorted feature statistics and returns the index of the group G; which #;
corresponds to. We used R to carefully decompose

P(n=e¢) = Z p(r)p(elr) = Z p(r) H p(€il€arr11):(i-1),7);

r:p(r)>0 r:p(r)>0 i=M'+1

where the product begins at M’ + 1 because we make the worst-case assumption that the M’ singleton
statistics are equal to +oo, meaning that the first M’ coordinates of n will always equal 1. Crucially, we
noted that the conditional probabilities p(ei|e( M'4+1):(i—1),7) can be written purely in terms of the features
{sorted(W;)}}L, and R, allowing us to apply Corollary In Lemma we use the notation C;(r) to
denote the first coordinate of 7 that corresponds to group G;—for this reason, one can intuitively interpret
the statement of Lemma to mean that sorted(Wg;) | R,sorted(W)1.c;(,)—1 is symmetric with very high
probability.

For more details, see step 2 of Theorem [A.2]

Lemma Let a1, ag be constants such that aya > C‘)T‘/m. Foranyl < j <M and forany A C {—1,1}?,

az > > p(I(plec, mlerr1y(c;im-1):7) > 0.5+ a1) 11 peilearty.¢i-1),7)- (50)
€€ r:p(r)>0 i#C;(r),i>M'+1

Proof. Tt suffices to prove for A = {—1,1}? since every element in the above sum is nonnegative. We
will employ a proof by contradiction, so at this point we assume that (50|) does not hold. The proof proceeds
in two steps. First, we simplify the sum in . Second, we will use o construct a violation of Corollary
In particular, we will define a set A such that P(A) > «s/2 but conditional on A, the total variation
distance between sorted(Wg,) and —sorted(Wg; ) is at least 2a;.

Step 1: Simplification. Note that for any r, if we fix the first C;(r) coordinates of €, we are summing over
every possible value of the last p — C;(r) coordinates of e. Since the last p — C;(r) coordinates of € must
take some value, all conditional probabilities depending on these last p — C;(r) coordinates should sum to
one. The effect of this is that in the above product, we can drop all terms in the product where ¢ > C;(r)
and only sum over the first C;(r) coordinates of ¢, as belowE|

ag < Z Z (M) (pec, (rl€ar+1):(c;(ry—1), 1) > 0.5 4 1) H pleiler+1y:3i-1),7)
rip(r)>0ee{—1,1}» i#C;(r),i>M’'+1
= > Yo p(plec,m e oy -1,T) > 05+ a1) II pleilear +1):i-1)>7)-
7:p(r)>0 eg{~1,1}% (" M/ +1<i<C;(r)

2Note that this logic does not apply to all p coordinates of € since the indicator variable in (50)) is not a conditional probability.
However, it only depends on the first Cj(r) coordinates of e.
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Note that in the latter equation, we slightly abuse notation and let e denote a C;(r)-length vector instead
of a p-length vector. Next, observe that there are only 2 possible values for ¢, () € {-=1,1}. Therefore by
the pigeonhole principle, there exists some fized v € {—1,1} such that

/2 < Z Z p(r)L(p(vlear 1)y -1y, ) > 0.5+ 1) H pleilear+1):3i—-1):7)-
rip(r)>0 ce{—1,1}C5 ()1 M/ 41<i<C5 (r)

(51)

Step 2: At this point, we will construct an event A such that P(A) equals the right-hand side of
and furthermore such that the distribution of sorted(Wg;) is highly asymmetric conditional on A. To do
this, recall that the definition of Cj(r) guarantees that ec,(,) corresponds to sorted(Wg;,))1. This plus the

definition of p(ec; () l€(arr+1):(c;(r)-1),7), from , yields that

Cj(r)—1

ﬂ sign(sorted(Wa,. ))n,(r) = €, R=1
i=M'+1

P(U|6(M'+1):(cj(r)—1)»7") =P | sign(sorted(Wg,))1 = v

Define A, to be the set of € € {—1, 1}03'(’")*1 such that the above probability is greater than 0.5 + «;.
Formally,

AT = {6 S {—1, l}Cj(T)_l :p(’U|6(M/+1):(oj(T)_1),7”) > 0.5+ Oél} .

Then define the event A as below:

A= ({R =r}n {sign(sorted(W))l:(cj(T)_l) € A}> . (52)

r:p(r)>0

Note that A is in the sigma-algebra generated by [|sorted(Wg, )|, W_g,] for two reasons. First, as noted
in Theorem R is in the sigma-algebra generated by {\sorted(WGj)HjNil. Second, v is fixed and
sign(sorted(W))1.c;(r)—1 only depends on R and W_g¢;, by the definition of Cj(r).

By the definition of A, we have that

P(A) = Z p(r) Z H pleilear+1):3i—1),7)
r:p(r)>0 €EA, M'+1<i<Cj(r)
= > > p(r)L (p(vlear41):c;(r)—-1),7) > 0.5+ a) II  plelearinr)
rip(1)>0 ce{—1.1}€5 (-1 M/415i<Cy(r)

> /2 by equation (51,

where the second step follows by definition of A,., and in both steps, we slightly abuse notation so that e is
a C;(r) — 1 dimensional vector. Thus, the law of total probability plus the definition of A, implies that

P (sign(sorted(Wg,))1 =v | A) > 0.5+ ay

which implies that
drv (sorted(Wg, ), — sorted(Wg,) | A) > 204.

However, this contradicts Corollary since 2a1 0 /2 > COT‘/% O
Lemma Under the conditions and notation of Theorem specifically regarding equation @,
[(1+q)p—1] . /
Z k- (mln(kvp) - M> . (05 + al)(min(k7p)fM')/27min(k:,p)/ZO < ClM/ + C2

k+1 1
k=CoM’ 1+q] -M

for sufficiently large Co and some universal constants Cy,Cs. Note we use the assumptions that M’ < &,
Ly > 200, a7 < 0.001, and ¢ < 0.1.
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Proof. We first change variables by resetting k to k + CoM’.

L(14+q)p—1]-CoM’

: A I
_ Z (k + CoM') <mm§i2‘ AC/IO% ,p) — M > (0.5 + aug ) (min(k-+CoM" p)=M') /2-min(k-+Co M p) /o
k=0 I— 10+q ~| - M

[(1+a)p—1]-CoM’

=CoM’ Z

k=0
[(1+q)p—1]-CoM’

LD

k=0

min(k + CoM’,p) — M’
|'k+C()M,+1‘| _ M/

) ,(0.5_'_al)(min(k+COJVI’vp)_M/)/Z—min(k+COM’7p)/£0 (53)
1+q

min(k + CoM’,p) — M’
’ |—k+COM/+1~| _ M

) . (05 +al)(min(k+CoM/,p)—M')/2—min(k+CoM/,p)/€0 (54)
1+q

We will show that can be bounded by a linear function of M’, and that is bounded by a constant
which does not grow with M’ or p. Our initial task will be to analyze the components of these sums, with
the eventual goal of comparing them to a geometric series. For both the binomial term and the exponential
term, we will break analysis into two cases: first, when k + Co M’ < p, and second, when k + CoM' > p.

First, we will analyze the exponential term. In the first case where k + CoM’ < p, we have that
(0.5 + al)(min(k+00M’,p)—M’)/Z—min(k—&-CgM/,p)/@o — (05 _i_al)(%*%)(kJrCoM/)*M//Q
< 2(%—%)log2(O.5+o¢1)(k+COM’)+M//2
< 97 0-49%k-+(=0.49C+0.5)M”

where we obtain the 0.49 constant using the fact that a; < 0.001 and £g > 200. We can pick Cy large enough

such that this is less than
< 9—0.49k—0.48Co M’ (55)

In the second case, when k + CoM’ > p, we have that

(05 +al)(min(k-{-C’OJ\/[/,p)—M’)/Z—min(k+CUM’,p)/€0 < 2—0.49p—M’/2 < 2—0.48;0 (56)
where the last equation follows from the assumption that M’ < £&.
Second, we will analyze the binomial coefficient appearing in and . We use the noncentral binomial
bound below: H(d/n)
n n
2 < (™) < onH(d/n) (57)
vno T \d)
where H(z) = —zlogy(z) — (1 — z)logy(1 — x) is the binary entropy function. In the first case when

k+ CoM’' < p,
(min(k +CoM’,p) — M ) < QH(@)(k+Cob" 1)
k+CoM’+1 / = )
[ =M

where we define

k+CoM’+1 k+(Co—1)M’ M’
A = el = B oM’ 1o

> — > —
k+(Co—1)M" — k+(Co—1)M" ~—14q (k+(Co—1)M') ~ 11 Co—1’

a =

where in the last step on the right, we apply the fact that ¢ < 0.1. Note that many of the bounds above are
quite loose. The main point, however, is that we always have that a > 0.5 for Cy > 2, and H is continuous
and decreasing on [0.5,1]. Note as Cy gets larger, our lower bound on a approaches 1/(1.1). Thus, we can

0.1
Co—1

the fact that H(1/(1.1)) < 0.44. All together, this implies that in the first case,

pick Cp large enough to guarantee that H(a) < H (1—11 + ) < 0.44, where the number 0.44 comes from

min(k + CoM’ p)—M’> 0.44k /
1q < 0 AARFOALCONT, 58
( [ - M o
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In the second case, when k + CoM’ > p, we will use the fact that (’}) is decreasing in d when n/2 < d. That
assumption holds in this instance, as since M’ < p/50,
min(k + CoM’,p) — M’

/
SBS 1+i p_M’S w — M
2 2 2 50

1+g¢q
where in the last equation, we use the fact that ¢ < 0.1, s0 1/2+1/50 < 1/1.1 < 11Tq' As a result, in the
second case,

(min(k +CoM',p) — M’

I a— ) ( 7]) ) )
k+CoM'+1 = k+CoM'+1
[ - M £

T+q 1=

- M
(1t o)
il
(B Y e
Analyzing the H(-) term in , we use the assumptions that M’ <

(59)
45 and ¢ < 0.1 to find that
P+l =M _p/AD) B

_ 1.1 50
p—M

> > 0.907.
P~ 55

Note that H(0.907) < 0.45, so H (M

P ) < 0.45. This implies that when p < k + CoM’,

mln(k + COMlap) - M/ H<4(p/(1tqlw)]/71\4/> p—M/) 0.45

( k+CoM’'+1 ’ ) <2 ! <2 P, (60)
(=51 —M

Now, we will work with the sum . As a reminder, we need to show that this sum can be bounded by
a universal constant not depending on p or M’. We split this sum into two parts which correspond to the
cases where k + CoM’ < p and vice versa:

L(14+q)p—1]-CoM’

(miﬂgiér AC;?%’,P) - M’) (0.5 + ag ) (in(EFCoM' )= M) [2—min(k-+Co M p) /by
0
=0 el bl
p—CoM’ L(1+q)p—1]-CoM’
< 3 0AkO4COM 904904800 M" | 90.45p9—0.48p
k=0 k=p—CoM'+1
p*CoM’
§2—0.04COM’ Z 2—0405k+(1_~_q)p2—0403p_
k=0

(61)
The sum in the first term is bounded as p — oo, and all other terms are asymptotically decreasing in p and
M’. This means that we can bound this by a constant which does not depend on p or M’.

Next, we will work with the sum using almost exactly the same argument. In particular,
[(1+q)p—1]-CoM’

5 N <min§i2_ J\C/[?%/’p) - M’> (0.5 + ) min(k+CoM’p)—M')/2—min(k+Co M 9) /fo
k=0 [fqu - M
p—CoM’ L(1+q)p—1|—-CoM’
< k- 20.44k+0.44COM’2—0.49k—0.4800M’ + k- 90.45p9—0.48p
kZ:O k:p—%;M/H
p—CoM’
§270.04COM' Z 2005k | (1 +q)2p2270.03p.

k=0

(62)
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Since the sum on the left converges and all other terms vanish as M’, p — oo, this equation can be uniformly
bounded as well. Combining this with and , there are constants Cy and Cy such that

[(14+¢)p—1]
kDD p) D> plelr) <CiM +Cy (63)
k=[(14q)M’'—1] 7:p(r)>0 ecUg(r)
holds uniformly under the conditions in the theorem. O

B.5 Total variation bounds

In this section, we will make some simple applications of the following theorem, which is reproduced from
Devroye et al.| (2018):

Theorem B.5 (From Devroye et al.,| (2018))). Let Z,Z' be p-dimensional multivariate normals with equal
means but different covariance matrices Ez and Ez/. Then
!
L < dTV(Z’Zl ) < §7
100 = min{L, [|Bz B, — Lllr} 2

where || - ||p denotes the Frobenius norm. On the other hand, if Z and Z' are univariate Gaussians with
means puy, o and equal variances o?, then
d (Z. 7" < M
TV( ) )7 2%
Lemma B.6. Let X ~ N(0,%) and let Y | X ~ N(XB,02). Let 8’ € RP such that 8 and ' differ in at
most one coordinate. Suppose without loss of generality that this is the first coordinate and |f1 — B = d.

Then let Y' | X ~ N(XB',08). If X,y,y’ are the data matriz and response vectors for n independent data
points, then there is a universal constant ¢y such that

dTV([X’Y]a [Xa y/]) < COT\/OM

Proof. First, consider a single observation (X,Y,Y”), i.e., the case where n = 1. Then by Theorem [B.5

[ X1p = XaB1| [ XallB =B d
_ -y
200 200 200

dTV([Xay]v [Xa Y/] | X) = dTV(K Y’ | X) <

For any arbitrary random vectors Ri, Ra, R3, we know drv (R, R2) < E[dry(R1, Ry | R3)]. This plus the
prior equation yields that

drv (X, Y], [X.Y") < %E[\Xlu -

d
ooV2r
since marginally X; ~ A(0,1), so | X;| ~ x1. Now consider the case where n > 1. Note that the i.i.d. rows
(X,Y) and (X,Y”) are both p + 1 dimensional Gaussians with mean 0. Let their covariance matrices be I'y
and I's. Applying Theorem this implies
min{1, 0485 = e < S,

where Cy < \1/%. Note this bound on Cj is fairly loose, as pointed out by Devroye et al. (2018), who did
not optimize the constants in Theorem

Now, we can think of (X,y) and (X,y’) as n(p + 1) dimensional multivariate Gaussians, with mean 0 and
block-diagonal covariance matrices an) and F;n) (respectively), where

rn o ... 0 I's 0 ... 0
() o It ... 0 () 0 TI's ... O
L =t . . and I'y " = . .
o o ... I 0 0 ... Iy
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As a result, we see that

I, 0 07 [T5' 0O 0
e I A e | e
00 ... nlo o ..o ;
Tyt o1 0
= 0 Flfz DU [ (RO ﬁllez_leHIIFﬁCO\gﬁd'
0 0 .. rry .

Here we are using the fact that the inverse of a block-diagonal matrix is simply the inverse of the diagonals
and applying the definition of the Frobenius norm. Combined with the second theorem from Devroye et. al,
this tells us that for n data points,

3Co/nd
dTV((X7 y)a (X7 yl>) < 27;
0o
which proves the lemma if we reset Cy to be 3/2 times its original value. O
B.6 Lemmas about random coefficients
Let Cpp, = [—b,b]P be the p-dimensional cube with side-length 2b centered at 0 and suppose S is drawn
7. z d. 7. Z d.

uniformly from C,,. Note this is equivalent to letting |B;| Unif(0,b), sign(B;) +1 with equal
probability, with sign(8;) L |B;|. In this section, we analyze the distribution of the sizes of the buckets
of coefficients defined in equation . As a quick reminder, we fix m and let Dy be the set of indices
corresponding to block k. Then define

1)-b

- b
Bjj = {z €D, : U-D-b_ 16 < 22 J }
m m

Furthermore, we let ijk ={i€Bj,:B;>0}and B, ={i € Bjy: B <0}.

Lemma B.7. Given the prior definitions, fix integers m, K > 0 such that mK < J;. Then for sufficiently
large m,

p
< tmep (~ P
P (o, i sl < 1) < e (~575).

Proof. Note that for any j € [m], k € [¢],

- (p 1
|B],]€| ~ Bin (€,m> .

Since &£ < _L | we can use the Binomial bound in Theorem 1 of |Arratia and Gordon| (1989) which states

4m’
that K
)]

where D(p1]||p2) denotes the relative entropy between two Bernoulli random variables with probability p;
and py. Define z; = £K/p and x5 = 1/m and recall that we assume z; < z2/4. When m is sufficiently large,
a9 will approach zero, ensuring that x; does as well, and finally that (2 —21)/(1 — x2) will too. As a result,
we can apply the approximation log(1 + (x2 — x1)/(1 — x2)) > co(x2 — x1)/(1 — x2) for some ¢y < 1. Note
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that by the prior logic, for any fixed cg, this approximation is valid for any sufficiently large m under the
theorem conditions, regardless of the values of p or K. This approximation yields

1 _
D(z1)|z2) =2, log (Z) +(1—22)log ( xl)

].—{EQ

=z log (1:1) + (1 —z2)log (1 + 27 301)
T 1- €2

>z log < ) +co(1 - $2)x2 i
L2

1—l‘2

T
=z log (xg) + coxo — oI

3
> log (ml) + 761@
€2

where the last step uses that 27 < £2. We will show that the final expression is greater than z5/5 = 1/(5m).
To see this, note that for Sufﬁc1ently large m, the above equation holds for ¢y large enough such that
3co/4 > (1/2 + 1/5). Then, we need only show that x3/2 > —z;log (z1/x2). Note both quantities in the
comparison are positive, so it suffices to show their ratio is greater than 1. Using the fact that zo/x1 > 4,
we see

x2/2 1 x2/T1 1 4
— 2. > = > 1,
—wzilog(z1/z2) 2 log(za/z1) ~ 2log(4)
where we use the fact that the function {7 is increasing on (e,00). This proves that D(xz1||z2) > 1/(5m).

Applying this to the initial binomial bound, we obtain

p
P(1Bjul < K) < exp (— ).

Therefore by the union bound,
p
< < <
P (i, min Bl <) =P ( U U 1Bl <) <emew (—550),

which completes the proof of the Lemma. O
Lemma B.8. In the previous setting, define

m m L

=23 max (1B, 1Bj) —p=p—23" > min(1B], L, Bj,)).
j=1k=1 j=1k=1

Fiz integers m, K > 0 such that mK < %;. Then for sufficiently large m and all § > 0,

P(M' > 26p) < 2¢mexp(—62K) + fmexp (—EL)
m

Proof. Let B be the sigma-algebra generated by {|B; x|}. Observe for every j, k,

_ 1 p _ 1
max(|Bf,[,|B;,|) < (2 + 5> |Bj k| + z]I <max(|ijk|, 1B ,l) > <2 + 5) |Bj,k> .

Summing over j and k, we find that
m L m /L m £
> S (B By < (5 +0) 300 1Bal + 5 3031 (Bl B > (1/2 4 )15

j=1k=1 j=1k=1 j=1k=1
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Plugging this in yields

m 4
1
P(M' > 26p|B) =P ZZmaX 1Bl 1B ]) > (5+2)p|3

<.

I
A
£

I
-

m Y4 m ¢
1 p ) . ,
<P <5+ 2) ZZ|Bj,k|+EZZH(maX(|BIk|,|Bj7k|) > (5+2> |Bj7k|> S (5+2)p|8

m £
_ 1
=2 | 301 (x5l 18, > (54 5) 1834l ) > 015 (69

where in the third line, we apply the fact that Z]. « |Bjk| = p. At this point, we observe that

B ~ Bin <Bj &l )

and \Bj_k\ has the same distribution conditional on B. Therefore we apply a union bound plus Hoeffding’s

inequality for binomials to conclude:
1
)+ (180> (64 5) 124l B)

N 1
P <max(|ijk|, |Bjl) > <5+ 2) | Bkl |B> <P (|ijk| > < ) |B;.
=2P (IBI;@I > (5 + 2) |B; x| w)

<2exp (—52|Bj k|) by Hoeffding’s inequality

< —
<2exp(=0% min min 15D )

B}l

Applying a union bound to equations and , we obtain the conditional bound

S < 2
Pg (M' > 20p | B) < 2¢mexp(—9 21}1<n 1I<nk1n |Bj.k])

This implies that unconditionally, for any K,

"> < "> >
Ba "2 200) < Ba (012 2| i i Byl =€) 2 (i, i 10/ < K
< 2lmexp(—0°K) + ¢mexp (—%)

where the last substitution combines the previous argument with Lemma

C Theory of MRC knockoffs

In this section, we prove Proposition [3.1]and Theorem [3.1} We also provide a few extra simulations demon-
strating the effect of reconstruction on power, as explalned in Section [3]

C.1 Estimation error

Proposition Suppose X ~ N(0,%) for any ¥ and Y | X ~ N(XB,0%). Let BV € R? be the
concatenation of B € RP with p zeros. Suppose B(e"t) € R?? are OLS coefficients fit on [X,X],y and
n>2p+1. Then

SMVR = arg msinE[HB(EXt) — BE93).
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Proof. Fix S such that G is positive definite (otherwise we cannot fit OLS statistics). Since X 1L Y | X,
Y | [X, X] ~ N([X, X]3Y 52).

Since 3(°*") is the OLS statistic on X, X] and y,
. . . -1
B X X] ~ N <6<ext>, o* (X, X]T[X, X)) ) : (66)

By construction, [X, X] ~ N(0,Gyg), so ([X, XX, X]) ~ Wy, (n, Gg) where Wy, denotes the 2p-dimensional

- L\ -1
Wishart distribution. When n > 2p, ([X,X]T[X,X]) ~ ngl(n, Gg) where ngl is the inverse-Wishart
distribution. The law of iterated expectation implies that for any j € [2p],

2

E [(B](-m) - BJ(EXt))Q] =E [02 (([X,X]T[X7X])1>M] = #H(Ggl)j,j-

Summing over j, this yields

0.2

E[||3%) — gle0)|[3] = P

Tr(Gg') o< Lavr(S). (67)

Since Syvr minimizes Lyvr(.9), it also minimizes E[||B(e"t) — Blext)| 2], O

C.2 Consistency

Theorem tells us that when X ~ A(0,%) and Y | X ~ N(XJ3,0?), the power of OLS absolute coefficient
difference statistics applied to MVR knockoffs converges to 1 in low-dimensional settings. To prove this, we
first prove that such feature statistics W converge in squared /5 norm to the linear coefficients 3.
Theorem C.1. Suppose X ~ N (0,2™), Y | X ~ N (XS 02), and X is generated using Syyvr. Finally,
suppose Y € R2P are OLS coefficients fit on ([X,X],y), and let W; = |B§ext)‘ _ |B(,e"t)| for1<j5<p.

J+p

Consider a sequence of covariance matrices ©(") such that the minimum eigenvalue of ©(™ € RP*P s bounded
uniformly above a fized constant v € RT. Let n,p — oo and assume that p = o(n). Then for any € > 0,

lim  sup Py [H W — ™| Hz > 6} =0.

n—oo B(n) R

Proof. Define S = vI,. For each 2 et Gl(\j[L\),R denote the G-matrix formed from (™ and the MVR
solution, and let ng) be the G-matrix from ©( and S("). Standard Schur-complement analysis yields that

2p D D 1

n)\— 2p
Tr(GE) ™) = + <P
S ]z; )\ (G(n)) ; /\j S(n) = )\] QE(n) _ S(n)) v

The last step follows because by definition all of the eigenvalues of S(™ are ~, and since /\j(Z(")) >~ for
each j, we must have that \;(22(") — S() > ~ as well. At this point, we note that by definition of the

MVR loss, we have that
-1 -1 9
Tr ( (G&Q,R) ) <Tr ((Gg">) ) < 7’7.

Using equation @ from Proposition this implies that if we let S("*%) ¢ R?" be the concatenation of
B with p zeros,

A lex n.ex 0'2 n -1 2p0
{3 - ) = —— T ((6) ) < e
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This holds uniformly over (™ implying

. 2po?
lim  sup K[| — g9 2] < lim P
n—00 5(n) cRp n— 00 fy(n —2p — 1)

where the last step follows because p = o(n). Next, observe that

2
W 18] [[5 = Z(ﬁ“”“N 1B - 1851)

I
K}
=1
I

P
(1891 = 181) " + (Be) — 237 (189 - 187 [

Jj=1 j=1

P

Z(ﬁ(exw 53(‘71)) (ﬂ](i(;) ﬂ(eXt) ﬂ(n) ﬂj(i(;) by the reverse triangle inequality

J

Il
-

< HB (ext) _ gln.ext) by the Cauchy—Schwartz inequality

2 N

o
2
‘2'

This implies that || W — | B(”)| H; must converge in expectation to zero uniformly over (™). This implies

2
A (ext)
Bl

<3 HB(ext) _ ﬁ(n,ext)

that it also converges in probability to zero uniformly over 8", which proves the theorem. O

Theorem Suppose X ~ N(0,2M), Y | X ~ N(XB™ 62), and X is generated using Sxivr. Suppose

Blext) e R gre OLS coefficients fit on ([X,X],y), and set w([X,X],y) = |ﬁlext | — |B(;’f1) apl-

Let n,p — oo such that p = o(n) and consider a sequence of covariance matrices x() e RPXP such that
the minimum eigenvalue of £ is bounded above a fized constant v € RT. Suppose we sample a sequence
of random B as follows. Let all but a uniformly drawn subset of [sop]| entries of £ equal zero, for a
fized constant sy € (0,1], and then sample the remaining (non-null) entries of ™ from a [sop]-dimensional
hypercube centered at 0 with any fized side-length. Then

Power(w, ™) 5 1.

Proof. Fix e > 0. We will show that lim,, . P(Power(w, 3(™) > 1 —¢) = 1. Note throughout this proof, we
use Pz to denote a probability over the data for a fixed 3 (") and we use P when the probability is over a

random B, Fix €y > 0 and define B( ={j: |ﬁ](")\ > €0}, i.e., the set of all non-nulls with a coefficient
values at least ¢y away from zero. Then note that

2
g2 < S o) _ e €0 _
W =18 |[; < :#{geB W<2}_0and#{J.Wj§ 2}_0.

Intuitively, the former statement tells us that when W approximates |3(")| sufficiently closely in 5 norm,

all of the feature statistics corresponding to BE((:L ) must be greater than €)/2, and no feature statistics can be
smaller than —ep/2.

Note that by the definition of the knockoffs procedure, which ranks the W statistics by absolute values,

the events above imply that the |B€(g )| largest feature statistics are all positive. When |B€(g )| > {?1[1—‘, this

implies that the knockoffs procedure will reject at least |B(")\ non-nulls. Let 7 be the number of non-nulls
rejected by the procedure. Then this means that for sufficiently large |B£§ ) l,

2
W —18™1l; <2 = => By

o1



This statement plus Theorem tells us that if R(™ = {B(”) € RP: |B€(:)| > [%ﬂ—‘ }, then

lim  sup Py (7' < IBE(Z})\) =0.
n—o0 6(71)672(11)

By the definition of power, this implies that for any e€; > 0 and sufficiently large p, the following holds
deterministically for any (™) such that \B£§)| > fl—}rq]:

1B

[sop]

Power(w, M) > (1 — ¢)

If j is one of the [sgp] non-null coordinates, then \ﬂj(n)| i Unif(0,b). This implies ]P’(|ﬁj(n)| >e) =1—L.

Since each coordinate is independent, the law of large numbers implies

B 5, @
[sop] b’

Therefore, for any § > 0, there are sufficiently large n, p such that

P (181> (1= 752 Tl ) 2 1

and note that as p grows, this event guarantees that 5™ e R All of the prior analysis implies that for
any €g, €1,0 > 0, there exist sufficiently large n, p such that

260

P (Power(w,ﬁ(")) > (1—¢) <1 - b)) >1-4.
If we pick €, €1 small enough such that (1 —€;) (1 — 2%) > 1 — ¢, this implies that

lim P(Power(w, 3™) >1—¢) =1.

n—oo

C.3 The importance of harshly penalizing high levels of reconstructability

When sampling X, we will likely face trade-offs where to reduce the reconstructability of some feature X s
we must increase the reconstructability of another feature Xj in order maintain the pairwise exchangeability
condition . To navigate these trade-offs, in Section we suggested a general principle of harshly
penalizing high levels of reconstructability to ensure no feature X; is highly reconstructable from X_;, X. In
particular, we argued in Section that if a non-null X; is reconstructable using a knockoff X}, then Xy
may be assigned X’s variable importance, causing the feature statistic W}, to have a large magnitude but a

negative sign.

As a concrete example, consider the case where X ~ AN(0,3) for equicorrelated ¥ with p > 0.5, as discussed
in Section Further suppose that Y | X ~ A'(Xf3,1) and we use SDP knockoffs, so Var(X;|X_;, X) = 0 for
all j. Fix j, k € [p] and suppose that 8, ~ 1 and 3; =~ —1. Even though SDP knockoffs are asymptotically
powerless in this setting, the intuition in Section suggests that common feature statistics like lasso
coefficients may correctly estimate the magnitude of Wy, and W;, such that |Wy|,|W;| — 1. However, with
approximately 50% probability, the lasso will assign the feature importance of X to X ; and the feature

~ d
importance of X; to Xy, so (Wi, W;) = (—=W,,—W}), as in Corollary This makes it difficult to discover
any non-null features, because the feature statistics often have large magnitudes and negative signs.

Figure [2]in Section [3]demonstrates that for equicorrelated Gaussian random variables with a linear response,
the reconstruction effect for SDP knockoffs causes many feature statistics to have large absolute values but
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negative signs. In Figure we demonstrate that the same effect occurs for non-exchangeable Gaussian
features. In particular, we compute feature statistics for all of the data-generating processes described
in Section [£.2] with the following specific parameters. In all cases we set p = 100 and n = 190 with
Y | X ~ N(XB,1) where 8 has 50 non-nulls with values +1. We set p = 0.6 for the equicorrelated and
block-equicorrelated designs, a = 3 for the AR1 data-generating processes, and the sparsity parameter equal
to 0.2 for the ErdosRenyi designs.

AR1 AR1 (Corr) Block Equi. ER (Cov) ER (Prec) Equicorr.

”
g
i
—
I

Y

Q QQ H Q0 Q Q0 Q
STVINY S 9 S S
Rank

Figure 12: We plot LCD statistics sorted in descending order of absolute value for several Gaussian linear models.
The horizontal facets correspond to the design distributions specified above. Note Y | X ~ A(Xf,1) where 3 has
50 non-nulls with values £1, with equal probability. The black lines denote the data-dependent thresholds.

D Convexity and computation for MRC knockoffs

D.1 Proof of convexity

In this section, we prove that the MVR formulation in the Gaussian case can be reduced to a simple
semidefinite program. Note |Gimenez and Zou| (2019) have previously shown a similar result for the ME
formulation.

Lemma D.1. Consider the MVR optimization problem ming Tr(Ggl) such that 0 < .S < 2X with S diagonal.
Let Ry, Ry € RP*P be slack variables and, as usual, S is a diagonal matriz. Then the MVR optimization
problem is equivalent to the following SDP.

minimize Tr(R;) + Tr(Rs)

R 0 I, 0
. 0 Ry O I
subject to B(R1, R2,5) = P =0
) il A N
0 I, 0 25—

Proof. Recall that Lyrvr(S) o Tr(Gg') = Tr((22 — S)~1) + Tr(S~'). Schur complement analysis yields

. o [R O s o 17"
B(Rl,Rg,S)¢01fandonly1f[0 RJ_[O 22_5] =0

which in turn implies that for any feasible solution,

Tr(Ry) + Tr(Rg) > Tr(S™1) + Tr((2% — 5) 7).
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Additionally, for a fixed S, one can always set Ry = S~! and Ry = (22 — S)~! and achieve Tr(R;) +
Tr(Ry) = Tr(S™1) + Tr((2% — S)~1). Therefore, minimizing Tr(R;) + Tr(Rz) is equivalent to minimizing
TI‘(S_I)—FTI“(QE—S)_l) O(LMVR(S). [

Unfortunately, generic solvers for this problem may be as slow as O(p°®) (Pipeleers and Vandenberghel 2011)).
In the next two sections, we develop a much faster algorithm to compute Syvr and Sug.

D.2 Computing MVR knockoffs

In this section, we introduce Algorithm |1} which computes Syvg in O(nitcrp3). This algorithm is inspired
by |Askari et al.| (2020)) and uses their overall strategy, although the technical details differ.

The key idea behind the algorithm is as follows. Fix j € [p] and a diagonal matrix S = 0 such that
D = 2¥ - S = 0. Furthermore, let M be the matrix of all zeros except M;; = 1. We first use Schur
complements to decompose

Lavr(S + 6;M) = Tr(2X — S — §; M)~ + Tr(S + 6; M) L. (68)

We seek to find §; which minimizes this quantity. Since S + ;M is diagonal, Tr(S + 6, M)~ = 1/(S;; +
8;) + Zk# ﬁ, and only the term 1/(S;; + J,) depends on d;. Then, we apply the Sherman-Morrison
rank-one inversion formula to note

—§;D"*MD™!

(D—-6M)t=D""'— —
1—6,D;;

; (69)

where D is constant with respect to d;. Let ¢, = ~Tr(D~*MD™') and let ¢4 = D;jl Then, equations 1@)
and imply that
1 (San

Lave(S +0;M) = o = 1—djcq
3, J J

+c (70)

for some constant c¢. Taking the derivative of equation with respect to d; yields the quadratic optimality
condition , which can be solved in constant time:

(—cn — 3)07 +2(—cnSjj + ca)d; + (—cnS7; — 1) = 0. (71)

Note equation and the constraint from that —S;; < 6; < é yield a unique solution for ;. To
compute ¢, and ¢y efficiently, we could initially compute D~! and then update D~ at each step using rank-
1 updates, which has time complexity O(p?). Unfortunately, as |Askari et al.| (2020) observed, the rank-1
updates to D! are numerically unstable. Following their approach, we detail an alternative which is equally
efficient but maintains a Cholesky decomposition of D instead of maintaining D~!.

Indeed, given a Cholesky decomposition of D = LLT, we can compute ¢, and cg in O(p?). To see how, let
e; be the jth basis vector. Using the fact that Tr(uv') = u'v for any two vectors u,v € RP, we can then
represent

cn=—(D7'e;) (D7 e;) and cq = e;Dflej. (72)

To compute ¢, note if we let v,, = D~ 'e;, then ¢,, = —||v,||3. However, we can solve for v, by solving the
system LL v, = e;. Since L is triangular, this can be solved in O(p?) using forward-backward substitution.
Second, we observe that e/ D~'e; = e/ (LLT) 'e; = e (LT) "L 'e; = (L~ 'e;) (L™ 'e;). Therefore, if we

let vg = L™ 'e;, then cg = ||vg||3. Since L is triangular, we can find vy as the solution to Lvg = e; in O(p?).

This motivates the following algorithm, which maintains a running copy of LLT. After updating the value
of S; ;, we perform a rank one update of L, which can be done in O(p?). The result is Algorithm (1} which
is numerically stable and runs in O(nise;p®).
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Algorithm 1 Stable Coordinate Descent for MVR Knockoffs

1: Initialize S = Anin(X) - I,
2: Solve for L such that LLT = 2% — §

3: for £ =1,2,...,njer do

4: for j=1,2,...,pdo

Compute ¢, and cq using L as detailed in

Solve 47 as the solution to the optimality condition
Set de' = Sj,j + 5;

Compute the rank-1 update to L for &7

D.3 Coordinate descent for ME knockoffs

In this section, we introduce a coordinate descent algorithm to efficiently compute the S-matrix for ME
knockoffs. Note that this algorithm is similar to the barrier formulation for the SDP posed in |Askari et al.
(2020), with only minor changes to account for a different optimization function.

In particular, |Askari et al.| (2020]) observed that if we let D = 2% — S, we can write

T 1
logdet (D) = log(D;; —D_; ;D=5 _;

D_j ;) +logdet (D_j; —;), (73)
where only the term on the left depends on S; ;. We can therefore write

log det(G's) = logdet(2% — S) + logdet(S) = log(S; ;) +1og(2%;; —S;j; —D'..D™} D_;:)+ec, (74)

i ey R

where c is a constant not depending on Sj ;. It also may be helpful to note that D_; ; and D_;_; do not
depend on S ;. Taking the derivative of equation with respect to S ;, we find that we should update

) —J,J " —3,—J
VAV 2

2%, . —D'..D”Y D_..
757 ]7]. (75)

To efficiently calculate ¢, = DI]-’ jD:J{f ;D—j.j, |Askari et al.| (2020) observed that c¢,,, = [lvm||3 where v,, is
the solution to the equation Lv,, = u for u € RP where u; = 2%; ; if i # j and u; = 0 otherwise. Since L is
triangular and we can update the Cholesky decomposition 25 — S = LLT using rank-1 updates, computing

Cm takes only O(p?). This yields Algorithm

Algorithm 2 Stable Coordinate Descent for ME Knockoffs
1: Initialize S = Anin(X) - I,
2: Solve for L such that LLT = 2% — S
3: for £ =1,2,...,njer do
4: for j=1,2,...,pdo
Compute ¢, using L
Solve S; ; as the solution to the optimality condition
Compute the rank-1 update to L corresponding to the new value of 57 ;

D.4 Solutions for equicorrelated Gaussian designs

In this section, we prove that when ¥ is equicorrelated, the same solution, (1—p)I,, is asymptotically optimal
for both Lyygr and Lyg. Our result is asymptotic in p, but Figure demonstrates via simulations that
[|SMvR — SME||oo quickly converges to O for finite p. As we mentioned in Section this means that we
should expect ME knockoffs to achieve approximately the same optimality guarantees as MVR knockoffs for
Gaussian equicorrelated features.
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Figure 13: MVR and ME solutions for exchangeable features: we plot ||Smvr — SME||eo for equicorrelated . We
vary the correlation p and the dimension p and observe that the norm converges towards zero quite quickly.

Theorem D.2. Let X ~ N(0,X) for equicorrelated > with correlation p. Then S*
ically optimal for both the MVR and ME optimization problems. In particular,

(1—p)I, is asymptot-

lim LMVR(SMVR) — LMVR(S*) = hm LME(SME) — LME(S*) =0.
p—00 p—o0
This result is nontrivial in the sense that the limit of each individual objective as p — 0o is 0o.

Proof. We begin by showing that S* is asymptotically optimal for the ME problem. Recall that the eigen-
values of Gg- are those of S* and 2¥ — S*. Since ¥ is a rank-one update to the identity (see Lemma ,
we can check that Gg- has two eigenvalues: 1 — p with multiplicity 2p — 1 and Apnax(Gs+) = 2pp+ 1 — p with
multiplicity 1. This implies logdet(Gg.) = —(2p — 1) log (1 — p) — log (Amax(Gs+).

The primal ME problem is to maximize log det Gg subject to Gg = 0, or equivalently to minimize log det Ggl
subject to the same constraint. The dual of this problem (see [Vandenberghe et al.| (1998))) is written below
for a variable R € R2P*2P;

maximize Oyg(R) = logdet (R) — Tr (GoR) + 2p (76)
such that R =0 (77)
Rjjip=Rjpp; =0V €[p],

where Gy is the G'g matrix which corresponds to setting S = 0 - I,. To show S* is asymptotically optimal

for the ME problem, it suffices to show that we can find a sequence of R* such that the dual gap between

R* and S* vanishes, i.e., lim, . logdet Gg*l — Ome(R*) = 0. In particular, let ¢ = * and ¢, =

1-p
1 1 1
553 (/\mx(GS*) — 1_p). Then set

D D-—cl,

_ T _ *
D=¢11" +(cq—c¢r)I, and R {D — e, D

Intuitively, R* is the 2p x 2p matrix which takes the value ¢4 on its diagonal, 0 on the diagonals of its
off-diagonal blocks, and ¢, everywhere else. We first observe that

2p 2p

Te(GoR™) =Y > Ri(Go)ji = 2p - ca + (4p> — 4p)per.
J=1k=1

The first term in the last equality corresponds to the 2p diagonal elements of G (which equal 1) and those
of R* (which equal ¢gq). The second term corresponds to the other 4p? — 4p nonzero elements of R*, which
equal ¢, and the corresponding elements of Gy, which equal p. Simplifying yields that

2p 1 1 2pp
Tr(GoR*) = —— +2 — N V. —
(GoR") I—p pp<2pp+1p 1p> P 10
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This implies that lim, o —Tr(GoR*) + 2p = 1. As a result, it suffices to show that lim,_, . log det(G;}) —
log det(R*) = —1. Note the eigenvalues of R* are those of 2D — ¢4I, and those of c¢4I,. Applying rank one
theory, this yields eigenvalues of ¢4 = ﬁ with multiplicity p, (2p—2)¢,+ ﬁ = Amax(Gg+) with multiplicity
1, and ¢4 — 2¢, with multiplicity p — 1. Note that the first p + 1 of these eigenvalues agree with p + 1 of the
eigenvalues of Gg«, as previous calculated. This yields

1y N Ly 1 1 1
log det(Gy. ) — logdet(R*) = (p 1){log(l_p log T o i\Zprip 1,

=(p—1) [log (1—1p> —log (1:0 <1+p11 - (p-l)(éppﬁjl—l—p)>>:|

_ _ le) 1 - 1_p
= 1)lg<1+p—1 (p—l)(QppH—P)) ™

To show converges to —1, it suffices to show the following Lemma, where we take x = p — 1.
Lemma D.3. Let a,b € R for a #0. Then

1 1
li 1 1+—4+———=1
e og( +x+ax2+bx)

Proof. By L’Hopital’s rule,

i log (1+1/z +1/(az? + bx)) ) —x? 1 2ax +b
1m = lim . - -
T—00 1/x z—o0 1+ 1/x 4+ 1/(az? + bx) 2?2 (ax? 4 bx)?
1 2%(2az +b)
=l 1 79

xggol—kl/x—kl/(axz—i—bx) ( * (ax? + bx)? (79)
and 1D converges to 1, as the left term in the product converges to 1, and i:glfﬁ;)@ — 0 since the numerator
has degree 3 but the denominator has degree 4. O

Next, we show the same asymptotic optimality of S* for the MVR problem. The formulation of the MVR
problem in Lemmais a standard SDP, which admits the following dual. Let Ry, R21, Ros, Rosz, Rao4, Ra1, R42, R4q €
RP*P_ Then the dual is

maximize Onyr(R) = —2Tr(Ra1) — 2Tr(Ra4) — 2Tr(X Ryy) (80)
such that (R41);; = (Ra4);; Vi € [p]

I, Ry Ra Ry
Ry I, Ry Ro
Rs1 Rez Ra1 Rao
Ros Roy Riz Rug

R =

Y
o

As before, we will find a sequence of dual feasible R* such that lim,_,o Lmyvr(S*) — Omvr(R*) = 0. In
particular, we will pick R* of the form

I, 0 bl, 0
0 I, 0 al, — 2117

B= 0 <c - g) I, 0 (81)
0 al,— %117 0 cl, — €117

for the constants a, b, ¢, defined below. Note we define a,b,c in terms of each other and in terms of the
function f(p) = (v/2p(2p — 1) — \/2p(2p — 3) + 2)? for convenience of notation. For now, it is best to ignore
f(p)—intuitively, f(p) scales the constants a,b,c by a number that converges to 1 from above, which will
help ensure that R* is feasible. Now, let

() () )
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b:—,/c—E,
p

D 2p —1 )
a=——L (277 4 p),
p—1 <p(1—p)

lap R
R; R}
(80). Note this construction guarantees that the diagonals of R}, and R}, match. Therefore, we only need
to show that R* = 0 to show it is dual feasible. Using the block formulation of R*, it suffices to show that (i)
R} = 0and (ii) R} — R5(R3)" = 0. To do this, we will repeatedly use the fact that for a matrix of the form
D =diI, —ds 1p11—)r for di,ds > 0, D = 0 if d3 < dy/p. (This is a simple consequence of Sherman—Morrison
rank one theory.)

For convenience, we will write R* = [ } where R5, R} can also be represented as block matrices as in

R;, O
0 Rj,
follows because ¢ — 19) > 0. Furthermore, R}, = cl, — 19)11T % 0 by the previous consequence of Sherman—

To show (i), note R} = [ :

}, so we need only show that R%; 5 0 and R%, = 0. Rl = (c - E) I, %0

Morrison theory. To show (ii), note
(c—¢— b1, 0

R* . R* R* T _ T
i L) 0 cly — £117 = (af, - 2117) (af, - 2117)

P P P

The top-left block is positive-semidefinite since ¢ — ]% — b2 > 0 holds with equality by the definition of b.

Simplifying the bottom-right block, we want to show
2 2
9 c  2a a
c—a )+ |—+——-p —
(e= < pop P>

2

>11T—(c—a2)1‘p— <C_a >11T>0,
P

which holds with equality based on the Sherman—Morrison theory. Lastly, we need to show that the coefficient
on [, is nonnegative, i.e., ¢ — a®? > 0. To see this, we plug in the definitions:

o= () (75) () - G2 (e () ())
() G2 o () - G2 (5 - o (57))
() G2 [ (5) - G2 () G20 (57 oo (357)

where in the last line, we expand the squared term in the brackets and then use the fact that f(p) (M) -

2p

p—1 2p p—1 2p
the brackets:

2
(L) ( f(p) (21’1)> =— (M) (@) Continuing, we can factor p%l and 2”’%1 out of the terms in

PR et ) 2p—1
‘ (1—0)2(1?—1)2[ p ~ oD ﬂp)( 2p )]

= ff;zzpl, i [—f (QP L VIV @D - (2 - 1)] .

At this point, we will show that the term in the brackets equals zero. This holds because that expression is
a quadratic function of 4/ f(p), with roots at

—VE(p— 1)+ \[2(2p— 1) —4- =L —(2p - 1)
2.

= V2p(2p — 1) £ \/2p(2p - 3) + 2.

N[ =
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Since by definition, \/f(p) = v/2p(2p — 1) — /2p(2p — 3) + 2, we have that ¢ — a? > 0 with equality.

Now that we know R* is dual feasible, we need to show the difference between Opyr(R*) and Lyyr(S™)
vanishes asymptotically. It may be helpful to note at this point that by construction, ¢ — % = f(p)- ﬁ.
Now, we can easily check that

SR = 32 SR =p (o) =100 (5 o (st =m )| =10t

where as usual, in the second equality, the first term corresponds to the p diagonal elements of ¥ and R},
and the second term corresponds to the p? — p off-diagonal elements. Finally, we note that by the definition

of a, we have that a — 1% +b= —p%’f:/l)). This yields that

* E3 a 2p_1
Tr(R3;) + Tr(R3,) =p (b—i—a— p) =— )

I—p
Therefore
, N 2 2p—1 2p—1 2p—1
Omvr(R") = —2Tr(R3,) — 2Tr(R3,) — 2Tr(XRy,) = (p) - 1 = + (1= f(p)) .
—p 1—p I—-p

Intuitively, since f(p) converges to 1 extremely quickly, Oyyr (R*) ~ %. Recall from previous computa-
tions of the eigenvalues of Gg+ that Lyvr(S™) = % + m. As a result,

2p — 1 1

Lyvvr(S™) — Omvr(S™) = (1 = f(p))

+ )
1—p  2p0p+1-p

where the last term clearly vanishes as p — co. Therefore, to show Lyygr(S*) — Omvr(S™) vanishes, it
suffices to show that (1 — f(p)) - p vanishes. In particular, we can apply the definition of f(p) and do some
algebra to find that

(1-f@)p=p- p(\/2p2p—1)—\/2p(2p—3)+2>2

p- p(2p 2p — 1) — 2/ (2p)(2p — 1)(2p(2p — 3) +2) + 2p(2p — 3)+2)
=p- p(8p2—8p+2—2\/4p )(229—1)2)
:p—p(8p2—8p+2—4(2p—1) p(p—l))
=p(1—8p2+8p—2+8p\/p(p—1)—4\/p(p—1))

p (8p2 —8p+1—8p\/p(p—1)+4v/p(p — 1)) :

At this point, we multiply and divide by 8p? —8p—|—1—|—8p\/p(p 4\/p — 1) to rationalize the expression:
—p ((8p —8p+1)* — (8p/plp — 1) — 4/p(p — 1))2)
8p? —8p+1+8p\/pp—1 —4\/p(p—
_ —p
8p% — 8p+1+8py/p(p — 1) — 4/p(p —
where in the second step, we use the fact that (8p* —8p+ 1) — (8p+/p(p —4/p(p —1))? = 1. Since the

denominator of this fraction has higher degree than the numerator, this proves that lim, (1 — f(p))p = 0.
By the previous analysis, this proves that the dual gap vanishes asymptotically, so S* is asymptotically
optimal for both the MVR and ME losses. O
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D.5 Speedups for structured covariance matrices

While our coordinate descent algorithms are substantially faster than generic semidefinite program solvers,
they are still prohibitively expensive when p is very large. One way out of this is to follow the approach of
Askari et al.|(2020) and approximate ¥ using a rank-k factor model, in which case both algorithms will run
in O(nierpk?) (see Askari et al.| (2020) for details). Alternatively, following the approach of |Candes et al.
(2018), we note below that the MVR and ME optimization problems can be efficiently parallelized when ¥
is approximated as a block-diagonal matrix.

Lemma D.4. Suppose ¥ = blockdiag(3y,...,%,). Let S7 be the result of the Gaussian MVR optimization
problem for ¥;. Then Syvr = blockdiag(ST, ..., S)). The same holds for the ME problem.

Proof. Showing this result requires showing that the constraints and the objective function in both problems
are separable across the blocks. To deal with the constraints, observe that S = blockdiag(Si,...,S;) = 0 if
and only if S; »= 0 for all 1 < j < /,and similarly 23— S »= 0 if and only if 2%; —5; %= 0 for all 1 < j < /. For
the MVR loss, note that the inverse of a block-diagonal matrix is the block-diagonal matrix of its blocks’
inverses. Therefore

Lyvr(S) o Tr((28 — 8)™1) + Tr(S ZTr (2% — ;) 7t + Te(S;7h).

To see this result for ME knockoffs, note that

log det (G'5) Zlogdet({z s, Ejz_sj}>.
j

For both problems, the constraints and objective function are separable, which completes the proof. O]

This motivates the AMVR (resp. AME) construction:

Step 1. Approximate ¥ as a block-diagonal matrix X,pprox and find S,upprox as the solution to the MVR
(resp. ME ) problem for X,pprox-

Step 2. Run a grid search over [0, 1] to find v = argmax,eo,1] LMVR (7 * Sapprox) s:t. 25 %= ¥ - Sapprox For
AME, replace Lyvr with Lyg.

Finally, we return S* =~ - S.

D.6 Runtime Simulations

The state-of-the-art algorithms to compute SDP knockoffs have the same or slower computational complex-
ities than MVR and ME knockoffs (Askari et al., [2020). However, such analysis hides constant factors that
may have substantial effects in practice. In this section, we plot the average computation time for MVR,
ME, and SDP Gaussian knockoffs, including settings where we use block-diagonal approximations and factor
approximations of ¥ to speed up computation, as in Section To compute SDP knockoffs, we use two
algorithms: one which directly solves an SDP (Candes et al.| 2018]) and one which uses coordinate descent
(Askari et al., [2020).

Figure shows that the runtimes for each of these algorithms are very similar for the “AR1” covariance
matrix from Section [4] with the exception of the coordinate descent SDP method, which takes longer to
converge in the “no approximation” setting. Other than this, for each approximation strategy, all average
runtimes are roughly within a factor of two of each other, and many runtimes are indistinguishable. Of course,
these results should be taken with a grain of salt, since the precise runtime of each algorithm depends on
implementation-specific details. Despite this, Figure shows that generating MVR and ME knockoffs
should not take substantially longer than generating SDP knockoffs.
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Figure 14: Runtimes for MVR, ME, and SDP Gaussian knockoffs. We generate ¥ as in the “AR1” setting from
Section @, with p varied between 200 and 2000. In the left and middle panels, we apply factor and block-diagonal
approximations of ¥ with 25 factors and a maximum block size of 100, respectively. In the right panel, we generate
exact MVR, ME, and SDP knockoffs for p between 200 and 1000. The “SDP” and “SDP-CD” curves correspond to
computing SDP knockoffs by directly solving a SDP or using coordinate descent, respectively. Note that the “SDP”
method cannot take advantage of factor approximations, so it does not appear in the middle panel.

E ME knockoffs for discrete features

In this section, we describe a formulation for exact ME knockoffs for discrete features, as discussed in Sections
and [} Although this formulation is too computationally expensive to be practical, it may provide a starting
point for future work, and furthermore it allows us to prove Lemma [3.2} For simplicity, we will consider
the binary case where [X, X] € {0,1}?, but this analysis generalizes naturally as long as each feature has a
finite support.

To begin with, let vy = P ([X, X] = binary(k)) where binary(k) € {0,1}?? is the binary representation of

k€ {0,...,2% —1}. To define a valid joint knockoff distribution for [X, X], we need the variables v, to
preserve the marginal distribution of X and to satisfy the pairwise exchangeability condition . First, we
show how we can ensure that constraint on the marginal distribution of X using linear constraints. For each
configuration ¢ € {0, 1}?, this corresponds to ensuring

> e = P(X = e). (82)

k:binary(k)1.p=¢

There are 2P values for € and therefore 2P such linear constraints. Next, to define notation, we let binary(k)swap( 7
be equal to binary(k) except with the digits in locations j and j + p swapped. The pairwise exchangeability
condition (1) requires that for any k,k’ € {0,...,2% — 1},

vp = v if 37 € [p] s.t. binary(k)swap(j) = binary(k'). (83)

Constraint (83 can be viewed as the linear constraint vy — vy = 0. Alternatively, it may be more efficient
to consolidate the variables v, and vy into a single Variableﬂ but to ease notation, we will not do so.

Let v = (v1,...,v22p) be the vector of optimization variables. Additionally, let b € R?" be the vector
of probabilities of X = binary(k) for £ € {0,...,27 — 1}. Let m be the number of distinct pairwise

22P xm

exchangeability constraints. Then for a suitable A € R2x2" corresponding to and a matrix B € R

31t can be shown that doing this for each pairwise exchangeability constraint leaves 3P optimization variables overall.
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corresponding to the pairwise exchangeability constraints, we can solve

22p
maximize — Z vy log(vg) (84)
k=0
st. Av=1»
Bv=0
0<vy <1 Vke{l,..., 2%}

to find the distribution for [X X | which has the maximal total entropy while maintaining the marginal
distribution of X and the pairwise exchangeability condition. Note that in and throughout, we use the
convention that 0 - log(0) = lim,_,g+ = log(x) = 0.

This optimization problem is convex and has been well-studied, especially since A is sparse (Persson and
Clarkel |1986; Boyd and Vandenberghe, 2004)). Unfortunately, the number of variables and constraints grows
exponentially in p, making this formulation intractable. One way to resolve this may be to use special
structure, such as conditional independence properties of the distribution of X, to simplify the constraints.
Furthermore, one might settle for minimizing mutual information over a slightly restricted class of knockoff
distributions in order to reduce the number of optimization variables. A last approach might be to carefully
analyze concentration of measure results, which indicate that for some constrained maximum entropy prob-
lems, almost all feasible solutions approximately maximize the entropy objective (Oikonomou and Griunwald,
2016). We leave more concrete analysis to future work.

This formulation allows us to prove Lemma We begin with a technical lemma regarding the finite case.
In general, we use the convention that 0 -log(0) = lim,_,¢ x log(z) = 0.

Lemma E.1. Let X have finite support X. Suppose there exists a valid distribution (X, X] with support
AC X xX. Then when X are ME knockoffs, the support of [X, X] contains A.

Proof. As discussed above, we can represent the ME problem as follows. Let p(z, ) represent the probability
mass function of [X, X]. Then we want to solve

maximize H(p) = — Z p(z,)log (p(w, 7))
TEEX XX
s.t. Z p(z,z) =p(xr) VeelX (85)
FEX
p([2, Zlswap(s)) = p([2,Z])  Vj€[pl,V]r, 3] € X x X. (86)

Suppose a feasible solution pg has support A. Suppose for the sake of contradiction that the optimal solution
p* has support A* where A ¢ A*. Note that for all a € [0, 1], ap* + (1 — a)pp is a feasible solution to the
problem as well, as it obeys and . We use this property twice. First, define p’ = 0.5pg + 0.5p*,
which is a feasible solution that has support AU A*. We will use p’ to construct a contradiction. Second,
since all convex combinations ap* + (1 — a)p’ are feasible as well, we note

(%H(ozp* +(1—ap)=— > @& —p(eD)log(ap*(x,) + (1 —a)p'(x,7)  (87)
(z,2)€ AUA~
—— > =P (@@)log((1 - a)p(x,7)) (88)
(z,Z)e A\ A*
- Z (p*($73~3) —p/(x,fﬁ))log (ap*(xj)—i—(l —a)p/($7:i‘)), (89)
(z,Z)EA*

where follows because we assume p*(z,2) = 0 for all (z,2) & A.

We will show that lim,_; %H(ap* + (1 — a)p’) = —oo. To show this, first observe that the top term
approaches —oo as a — 1. This follows because for (z,Z) € A*\ A, p/(z,Z) > 0 by assumption, and for
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each (z,%) € A\ A*, lim,—1 log((1 — a)p/(x,2)) = —o0. Second, note that the limit of the bottom term
as a = 1is =37 e (p*(2, %) — p'(2, %)) log(p*(2.2)), which is finite because it is a finite sum of finite

elements. Thus, lim,_,; Q%H(Ocp* + (1 —a)p') = —cc.

This means that for all « sufficiently close to 1, %H (ap* + (1—a)p’) is negative. Since H is continuous, this
implies that for some a* € [0,1), H(a*p* + (1 — a*)p’) > H(p*). This is a contradiction, since we assumed
* is the optimal solution. Therefore A C A*. O

Lemma E Let X have finite support X. For any j € [p| and any x,% € X x X, if there exists a valid
distribution [X, X] such that Var(X;|X_; =« J,X =) > 0, then ME knockoﬁs X satisfy this property as
well.

Proof. Without loss of generality let j = 1. Suppose pg is a valid joint feature-knockoff distribution such
that under pg, Var(X;|X_1 = z_ LX = Z) > 0. This implies that there exist at least two values xg ) x?)
such that po((x] W 2 1 F z)), po((acg ) a4, @ Z)) > 0. By Lemma if p* is the joint PMF of the features and
ME knockoffs, then p* (x:(ll)mc,l, z),p* (x§2)7x,1, Z) > 0 as well. This implies that for the ME knockoffs X,
Var(X;|X.; =z, X =2)>0. O

F Further simulation results

F.1 Further simulations for equicorrelated designs

In this section, we present Figure which demonstrates that Syyvr and Syg are approximately optimal
over all S-matrices of the form - 2Ain (X)I, when X is equicorrelated. Note that the “maximum” S-matrix
corresponding to v = 1 is not always equal to Sspp, because the SDP will never set any value of diag(S) to
greater than 1. Indeed, Lemma tells us Sspp corresponds to v = ﬁ when p < 0.5 and v = 1 when
p=>0.5.

Equicorrelated Design, Varying S-Matrix

p=0.1 0=0.3 p=0.5 p=0.7 0=0.9 S Method
0.8 - N ME

. . —
— MVR

2

£ —SDP

S —— SDP_PERTURBED

S

<>E Feature Stat
—— lasso
-+—-ridge

Figure 15: Empirical powers when X is an exchangeable Gaussian design and Y | X ~ N(Xf,1). The number of
non-nulls is 50 with coefficients sampled independently from Unif ([—§, —6/2] U [§/2, ]). We let § = 2 for p = 0.9 and
0 = 1 otherwise. We use lasso and ridge coefficient differences and compare the performance of different S-matrices,
as defined in equation . Here, n = 250 and p = 500. All horizontal lines have standard errors less than 1.8%.
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F.2 Comparison to conditional independence knockoffs

In this section, we compare the MRC framework to the CI knockoffs introduced by |Liu and Rigollet| (2019)
and further analyzed by [Ke et al.| (2020). We make two observations about the CI knockoff framework.

First, even when CI knockoffs are well-defined, the conditional independence condition X; 1L Xj | X_;
does not tell us whether X; is reconstructable from the joint information in X_j,f( . To illustrate this,
suppose X ~ A(0,%) where X is block-equicorrelated with a block-size of £ = 2 and correlation p > 0.5,
which is one of the correlation structures analyzed by Ke et al.|(2020). In this case, as p approaches 1, the
conditional independence approach yields almost exactly the same answer as the MAC-minimizing approach.
In particular, Sspp = (2 — 2p)I,, Sc1 = (1 — p?)I,, and Smvr = Sur = (1 — p)I,, so if we set p = 0.9 as an
example, then Sspp = 0.2 1, Sct = 0.19- I, and Smvr ~ Sme =~ 0.1-1,. As a result, CI knockoffs become
less powerful than MRC knockoffs as p increases, as demonstrated by the left panel of Figure

Second, as noted by |[Liu and Rigollet| (2019), CI knockoffs are only well-defined for a fairly restrictive class of
Gaussian designs. Recently, [Ke et al.| (2020)) proposed the following extension to the case where X ~ A(0, )
for general 3. They suggest computing Scr = (diag(X~1))~! naively and then performing a binary search
to find the maximum 7 € [0, 1] such that ~ - Scy satisfies 0 < v - Sc1 < 23. Unfortunately, the v produced
by this binary search may be quite small, limiting the power of these generalized CI knockoffs. For example,
consider an ErdosRenyi covariance matrix where 99% of the entries of ¥ equal zero. In this example, as
illustrated by Figure the binary search sets most of the diagonal elements of - Scr to approximately
equal 0.1, whereas Syyvr chooses a variety of values ranging between 0 and 1. As shown in the right panel
of Figure this substantially increases the power of the MRC methods relative to CI knockoffs.

Block Equi. ER (Cov) S Method
1- —o—Cl
o
ME
=
8 —o— MVR
83 —eo— SDP
o
]
3: Feature Stat
—e— lasso
= © o -4 ridge
v o o
sparsity

Figure 16: We let X ~ A (0,X) and YV | X ~ N(XS,1). In both cases, p = 500, the number of non-nulls is 50.
On the left panel, the non-nulls are sampled as independent symmetric random signs, and the covariance matrix
is block-equicorrelated with block-size ¢ = 2 and correlation p. We set n = 333 and we control the FDR at level
g = 0.05. On the right panel, the non-nulls are sampled independently from Unif ([1,—1/2] U [1/2,1]) we use an
ErdosRenyi covariance matrix (see Appendix , and we vary the sparsity of the covariance matrix between 20%
and 80%, with n = 375 and q = 0.1.

F.3 Examples from the literature

In this section, we discuss two examples in the literature where SDP knockoffs fail to have any power. First,
Xing et al.| (2019) ran simulations in the setting where X is Gaussian and equicorrelated, and YV | X ~
N(XB,1). They let n = 1000, p = 300, and vary p between 0 and 0.8. The linear coefficients 3 have 60 non-
nulls sampled independently from N(0,20/+/n). They found that the performance of model-X knockoffs fell
to 0 when p > 0.5, including when they estimated the covariance matrix using the data. They implemented
a “model-X-fix” method, which involves projecting and slightly perturbing the design matrix. However, the
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Figure 17: We let p = 500 and sample one ErdosRenyi covariance matrix (see Appendix which is 99% sparse and
compute Syvr and Scr using the binary search method from . We plot the sorted diagonal elements
of both methods to illustrate that Scr has very small diagonal elements compared to Svvr, explaining the power
loss in Figure

power of the model-X-fix method still drops off substantially as p grows larger.

We rerun these experiments using MVR knockoffs instead of SDP knockoffs. The MVR knockoffs outperform
both the SDP knockoffs as well as the “model-X-fix” method by large margins, as much as 60 and 25
percentage points, respectively. Although the Gaussian mirror method slightly outperforms knockoffs in this
setting, the performance gap is fairly small (on the order of 2 — 5%, depending on the value of p). These
results are depicted in the left panel Figure [I§

Second, ran simulations with a Gaussian equicorrelated design with a constant pairwise
correlation of p € [0,0.8]. They set the number of data points n = 500 and vary the dimensionality

€ [500,2000]. For the response, they let Y | X ~ N (Xf,1) where 8 has 50 non-nulls with a signal size
of N 0, 10\/10g (p)/n). They use lasso coefficient differences as feature statistics. In the high-dimensional
case where p = 2000, the SDP MX-knockoffs have almost zero power. In the low-dimensional case where
p = 500, MX-knockoffs have very low but nonzero powerEI In both cases, MX-knockoffs have the lowest
power compared to every competitor.

We rerun these experiments in exactly the same setting, except we generate MVR knockoffs instead of SDP
knockoffs. As a sanity check, we note that the power of MVR knockoffs agrees with the original paper
when p = 0, since in this simple case, Smvr = Sspp = Ip. On the other hand, when p = 0.8, we see that
MVR knockoffs outperform every competitor by a wide margin—they are so powerful they do not even fit
on the initial charts from the paper. These results are presented in the right panel of Figure for the
high-dimensional case where p = 0.8. We present the full results for various p and p in Figure

F.4 Simulation details for sections [4.3],

In this section, we provide additional details on the covariance matrices ¥ in Sections through as
well as the sparse nonlinear models in Figure The covariance matrices are defined below. In all cases,
we rescale each covariance matrix ¥ such that ¥;; = 1 for all j € [p] after construction.

e Equi. or Equicorrelated covariance matrices refer to ¥ where 3;; = p for ¢ # j and 1 otherwise.
Throughout, unless specified otherwise, we will set p = 0.5.

e Block equi. or block equicorrelated covariance matrices refer to 3 where % is block-diagonal with p/¢

4This result may seem to contradict Theorem [2.4] which states that SDP knockoffs should have zero power asymptotically
since the feature-knockoff covariance matrix should have rank p + 1. However, in practice, many statistical packages attempt
to prevent ezact low rank structure, which likely accounts for the low but nonzero power of SDP knockoffs.
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Figure 4b, Xing et. al 2019 Figure 4, Dai et. al 2020
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Figure 18: Left: The replication of Figure 4b from (2019) with the addition of MVR knockoffs in solid
dark green. Right: The replication of Figure 4 from (2020) with the addition of MVR knockoffs as a solid
red diamond. The standard errors for the MVR dot are less than 0.005 for power and 0.0025 for FDR.

£ x ¢ equicorrelated blocks with correlation p inside the blocks. We set £ = 5 and p = 0.5 unless
specified otherwise. In this setting, signals are clustered according to the blocks, meaning that all
features in a block are either null or non-null. This simulation setting, including the clustering of the
signals, follows Dai and Barber| (2016).

e ER (ErdosRenyi) matrices are constructed as follows. We generate a random upper-triangular matrix

V where for i > j,
Vi oKt +0;5 - Uiy

where d;; S Bern(0.2) and U;; S Unif(0.1,1). In the ER (Cov) setting, we set
YS=V4+V)+ 01+ A\uin(VI +V)) -1,

In the ER (Prec) setting, we set the precision matrix ¥ ~! equal to the same quantity. In both cases, we
rescale ¥ to be a correlation matrix. This simulation set-up roughly follows |Li and Maathuis| (2019).

e Finally, we generate AR1 covariance matrices where we can represent X; ~ N(0,1), and for j €

{2,...,p},
Xj =piXjo1+/1-p}Z;
i.4.d.

for Z; “~" N(0,1). Throughout, we sample p; S Beta(3,1) to simulate a challenging setting
where features are highly correlated. After sampling the correlations, if Apin(X) < 0.001, we add
(0.001 — Amin(X))I, to increase the eigenvalues above a numerical tolerance and then rescale to a
correlation matrix. Since non-nulls are often clustered together in genetic studies, in the AR1 (Corr)
setting, we partially capture this idea by letting the non-nulls lie along a single continuous block of
features.

Note in Section we use the package sklearn for implementations of the graphical lasso and Ledoit—Wolf
covariance estimation methods (Pedregosa et al., 2011).

For the nonlinear simulations in Figure[5] we run simulations involving the five following conditional means:

e cos: u(X) = cos(X)B, where cos denotes the elementwise cosine operation.
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Figure 19: The replication of Figure 4 from (2020) with the addition of MVR knockoffs as solid red
diamonds. All standard errors are less than 0.005 for power and 0.0025 for FDR.

e cubic: u(X) = (X?)B — X3 where X3 denotes the elementwise cubing operation.

e pairint: pu(X) =3, ;e Bi i XiX;.

e quadratic: u(X) = (X?)8.

e trunclinear: u(X) = Z?:l sign(B3;)1(X;5; > 0).
In all cases, we sample nonzero coefficients from +5 with equal probability. In all settings except the pairint
setting, we choose 30 non-nulls uniformly at random. In the pairint setting, we select 30 non-null features
uniformly at random and sequentially group them into disjoint pairs, from left to right. For example, if
features 1,13,52,61 were the first four non-nulls, then features 1 and 13 would have an interaction and

features 52 and 61 would have an interaction. This means each feature may participate in at most one
pairwise interaction.
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F.5 Further experiments in the AR1 setting

In this section, we vary the correlation in the AR1 setting detailed in Appendix[F.4] Previously, we sampled
Cor(X;, Xj+1) S Beta(a, b) for a = 3 and b = 1. In Figure we present the results for when we vary
a € {0.5,1,2,3}. As expected, we see that the MRC methods outperform the SDP by higher margins
when the correlation is higher. We also present results when the correlation Cor(X;,X,+1) = p for a
constant p € (0,1). Interestingly, in this case, MRC knockoffs do not outperform their SDP counterparts—
as shown in Figure MRC knockoffs seem to very slightly outperform SDP knockoffs when the non-nulls
are clustered together, but they seem to slightly under-perform SDP knockoffs when the non-nulls are not
clustered together. We conjecture that the key reconstructability condition will hold approximately for
some J C [p] with high probability when we randomly sample ¥, but when ¥ has special structure such as
constant between-feature correlations, the condition may not hold.

Of course, when sampling Cor(X;, X,11) b Beta(3,1), many correlations will be extremely close to 1.
One might wonder what the effect of these extremely large correlations is. To analyze this, in Figure
we sample pairwise correlations Cor(X;, X,;11) S min(me, Beta(3, 1)), for m. € {0.7,0.8,0.9}. The results
show that even when m, = 0.7, lasso-based MRC knockoffs can outperform their SDP counterparts by as
much as 20 percentage points. Thus, the advantage of MRC knockoffs persists even without extremely high
correlations.
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Figure 20: Power for Gaussian AR1 designs with varied correlations. We sample X ~ A(0,X) for the AR1 designs
as defined in Appendix [F.4] where Cor(X;, X;1) is sampled independently from Beta(a,1) for a € {0.5,1,2,3}. We
let Y ~ NM(XpB,1) with p = 500 and 50 non-nulls, where the non-null coefficients are sampled independently from
Unif([—2, —1] U [1,2]). We use cross-validated lasso and ridge coefficient differences as feature statistics.

F.6 Further experiments for nonlinear responses

In this section, we present further results where Y | X is nonlinear. In particular, we simulate the power of
DeepPINK and LCD feature statistics.

For the DeepPINK statistics, in Figure 23] we again see that MRC knockoffs tend to outperform their SDP
counterparts, although the DeepPINK statistic has low power for all methods for some conditional means.
We also observe that occasionally, adding more data to the DeepPINK feature statistic seems to worsen
performance. Although this is strange, this phenomenon has been observed fairly consistently for some deep
models in the machine learning literature (Nakkiran et al.,|2020). Note that our DeepPINK implementation
is very similar to but not identical to that of |Lu et al.|(2018)—for example, we use a different set of hyper-
parameters (such as batchsize during training) than the original paper. Please see our code for more details.

For the LCD statistics in Figure 24 we often see large gains for MRC knockoffs over SDP knockoffs for
the trunclinear and cubic responses. For the other conditional means, which are highly nonlinear, the LCD
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Figure 21: The same setting as Figure except we set Cor(X;, X;41) = p for a constant p, and we sample the
non-null coefficients independently from Unif ([—1, —0.5], [0.5, 1]).
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Figure 22: The same setting as Figure except we sample Cor(X;, X;4+1) S min(m., Beta(3, 1)) for a “maximum
correlation” value m..

coeflicient statistics unsurprisingly have zero power for all methods.

F.7 Details for non-Gaussian simulations in Section 4.6

In this section, we present precise details about the three design distributions we simulate in Section [4.6]
We also include Figure [25] which is the corresponding FDR plot for Figure

Block-Equicorrelated ¢: First, as an analogy to the block-equicorrelated Gaussian case, we partition X1, ..., X,
into blocks of size 5. We let X ; ~ t, (0, VT_QEJ) where ¥; € R>*5 is equicorrelated with correlation p = 0.5
and v = 3.

Heavy-Tailed Markov Chain: Second, we consider the ¢-tailed Markov chain discussed in |Bates et al.| (2020).
In particular, assume R; i t,, and let X; = "T_QRl and X1 = pjX; +4/1— p?, / ”—ZQRJ»H. In our

simulations, we set v = 3. Similar to the AR1 setting in Section , we sample the values of p; R Beta(3,1).
As in Appendix [F-4] we refer to the default case with the name “AR1”, and we also refer to a case where
the non-nulls are clustered together as the “AR1 (Corr)” case.

Gibbs Grid Model: Lastly, we consider a d x d discrete grid, where the density ® of X factors over a set of
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Various Gaussian Designs, DeepPINK Feature Statistic
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Figure 23: We let X ~ N(0,X) for various ¥ and Y | X ~ AN (u(X),1). The precise definitions of the covariance
matrices and conditional responses are presented in Appendix [F-4 We let p = 200 with 30 non-nulls. We use

DeepPINK feature statistics (see (2018)).

cliques C which follow a grid structure similar to an Ising model (Ising}, [1925). In particular,

O(x) = H Vi1 .50 (X4, , z4,) for z € RP.
{j1.42}€C

We set ¥y, i1 ()0, 25,) = exp (Byj, jo3 25, — 25,]) and we let B;, ;, = +1 with equal probability. We
allow each feature X; to take one of 20 evenly spaced values between —2.375 and 2.375 and we choose
our covariance-guided proposals with probability proportional to the relevant Gaussian density on each of
these values. We employ a Gibbs sampler to sample design matrices X. Furthermore, since this grid has a
complicated conditional dependence structure, we use two additional tricks introduced in Bates et al.| (2020)
to increase the efficiency of the Metro sampler.

First, as outlined in Bates et al.| (2020), efficient Metropolized knockoff (Metro) sampling requires that
the estimated covariance ¥ used to generate the proposals X* satisfies certain conditional independence
properties. Namely, if the distribution of X is represented as an undirected graphlcal model (UGM), for any
features j; and jo which are not connected in the UGM, we must have PO i jz = 0. However, unlike in our
experiments with ¢-distributions, this property does not even hold when using the true covariance matrix
3. As a result, we use the glasso package from the R programming language to estimate S for the Gibbs
grid data to ensure that $! has the necessary sparsity pattern for efficient sampling. Note that since S is
a “compatible proposal” in that it allows for efficient knockoff generation and the probability of our discrete
proposals depend only on 3, our discrete proposals will be compatible as well. We use the same estimated
covariance matrix for each of our replications.
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Various Gaussian Designs, Lasso Feature Statistic

AR1 AR1 (Corr) Block Equi  ER (Cow)  ER (Prec) Equi
1-
0.75-
0.50-
0.25-
[ mses o & o008 & B000—5 & BN 45 G000 8 & BDDD— 8B

500

1-
0.75- -
0.50- &
_ 025- f
a 0 5 Method
% 1- ME
o 0.75- =
=
@ 0.254 T == SDP
Q [ oees—9 9 cooo—5—2 DIOS—0——0 SOO—5—0 DOOS—0—0 DODD—0——8
I 1- . =e= SDP_TOL
0.75- =
]
0.50 - =3
0.25- =
™

o2 0 o
I =)
[ I Wy I e T
[
Jeauloung

i i i i i i i i i i
FFIS TS FIS FEIF S &S
- AL R S "I | T A . 2L S " | ~N Vv T

n

Figure 24: We let X ~ N(0,X) for various ¥ and Y | X ~ AN (u(X),1). The precise definitions of the covariance
matrices and conditional responses are presented in Appendix [[-4 We let p = 200 with 30 non-nulls. We use lasso
coefficient differences as our feature statistics.
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Figure 25: The corresponding FDR plot for Figure

Second, the time complexity of sampling from the Gibbs grid model is prohibitively complex. In particu-
lar, for a grid of width d; x ds, the computational complexity of sampling knockoffs for the grid runs in
O(d1d22mi“(d1’d2)). |Bates et a1.| (]2020[) suggested a “divide-and-conquer” approach to reduce complexity,
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where we set the knockoffs for several rows of the grid to be deterministically equal to the features. Fol-
lowing this approach, we set every 5th row of knockoffs deterministically equal to the features. To increase
power for these points, however, we repeat this for both rows and columns on two different translations of
the dividing rows, leading to four different divide and conquer mechanisms, which we apply to one quarter
of the rows of the data each.

Lastly, we will explain how we generate the proposals X* for the discrete Gibbs grid model. Suppose
X ~[0,%], and fix j € [p]. Also fix the Gg matrix, which we will refer to as G for notational convenience.
Recall that in the continuous case, when generating proposal X7, we sample X7 from a univariate Gaussian
with mean 41;(X, X7, ;_,)) and variance o7, where

* _ T —1 *
15 (X5 XT.-1)) = Cripri—1) w43 O Lipri— 1) 11 [0 X1 1))

and
02 =Gpyjpti— Gl Nehy Gli(pr; :
j = Yp+ipts L:(p+j—1),p+j T 1:(p+j—1),1:(p+j—1) 7 L:(p+i—1),p+i-

In the discrete case, if X; can take one of K values vy, ..., vk, we sample X7 such that P (X]* = | X, Xik:j) x
o(vg; 15 (X, Xik;(jq)),%z) where ¢(-; pu,0?) is the PDF of a univariate Gaussian with mean p and variance

a2

G Overview of knockpy

In this section, we briefly list some of the features of knockpy. See https://github.com/amspector100/
knockpy for more detailed tutorials and documentation.

S-Matrix computation for Gaussian knockoffs: knockpy offers efficient algorithms to compute a wide
variety of S-matrices, including a fast SDP solver and implementations of Algorithm [I| and Algorithm
which respectively compute Syvr and Syg.

Metropolized knockoff sampler: knockpy includes a fully general Metropolized knockoff sampler which
can generate exactly valid covariance-guided Metropolized knockoffs for any unnormalized density ®. The
Metropolized sampler can also take further advantage of conditional independence structure of X to speed
up queries to @, yielding an O(p) improvement over the only previous implementation we know of (which
did not use covariance-guided proposals).

Feature statistics: knockpy offers a whole suite of built-in feature statistics, including cross-validated
lasso, ridge, and group-lasso coefficients, lasso-path statistics, the DeepPINK statistic (Lu et al.l |2018) and
random forest statistics with swap and swap integral importances (Gimenez et al., [2019).

Modularity for development: knockpy is built to be modular, such that researchers and analysts can
easily layer functionalities on top of it. For example, in under three lines of code, knockpy can wrap any
python class capable of predicting Y given X and generate feature importances via the swap and swap
integral importance procedures from (Gimenez et al., |2019). Each of the major classes of knockpy offer
explicit ways for users to mix and match knockpy’s features with their own code.

Miscellaneous features: knockpy also supports a host of other features from the knockoffs literature,
including fixed-X knockoffs (Barber and Candes, [2015), some early support for group knockoffs (Dai and
Barber}, 2016|) and knockoff “recycling” (Barber and Candes| [2019).
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